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The Stone Age Institute Press has been established 
to publish critical research into the archaeology of hu-
man origins. The Stone Age Institute is a federally-ap-
proved non-profit organization whose mission is investi-
gating and understanding the origins and development of 
human technology and culture throughout the course of 
human evolution, and to disseminate information to the 
general public regarding science education, in particu-
lar about our evolutionary origins. The ultimate goal of 
these undertakings is to provide a better understanding 
of the human species and our place in nature.  

An unbroken line of technology and culture extends 
from our present day back in time at least two-and-a-
half million years. The earliest stone tool-makers were 
upright-walking, small-brained ape-men, and from these 
primordial origins, the human lineage embarked upon a 
pathway that is extraordinary and unique in the history 
of life. This evolutionary pathway has shaped our bod-
ies, our brains, and our way of life, and has had an ever-
accelerating impact on the earth and its other organisms. 
Well over 99 percent of the time span of this techno-
logical evolution occurred in the Stone Age, so it is no 
exaggeration to say that modern humans have evolved as 
Stone Age creatures.

The Stone Age Institute’s goal is to provide a ha-
ven for this research, providing support for scholars 
from around the world conducting cutting-edge human 
origins research. Our research team and associates in-
clude professional research scientists in long-term posi-
tions, postdoctoral research fellows, and visiting schol-
ars. Fieldwork, collecting primary data from important 
archaeological sites, as well as laboratory studies and 
experimental archaeological research are all critical 
components of our operation. Other vital functions of the 

Institute include organizing workshops - convening top 
scientists to discuss and work together on special topics 
- and organizing and sponsoring conferences, lectures, 
and internet websites to disseminate information to a 
broader, general public.

An equally critical component of our operations is 
the publication of research results in journal articles and 
books. The Human Brain Evolving: Paleoneurological 
Studies in Honor of Ralph L. Holloway is the fourth vol-
ume in a new publication series initiated by the Stone 
Age Institute Press. This volume emanates from a Stone 
Age Institute conference in honor of the lifework of 
Ralph Holloway and brain evolution. This meeting con-
vened researchers at Indiana University and the Stone 
Age Institute for two days in April of 2007 to present a 
wide variety of research pertaining to the evolution of 
the human brain. The Stone Age Institute Press is de-
voted to the publication of seminal research in the form 
of high-quality, data-rich volumes, including informa-
tion and interpretations from original research as well as 
critical syntheses of research results. 

For more information on the Stone Age Institute, in-
cluding its research programs, lectures, conferences, and 
publications, we invite you to visit our web site at www.
stoneageinstitute.org. To explore our most recent sci-
ence education project on evolution and “Big History,” 
visit the web site www.fromthebigbang.com.
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To
Michael Sheng-Tien Yuan

dedIcATIon

Michael Sheng-Tien Yuan, D.D.S., M.A., M.S., 
Ph.D. was born in Taiwan (ROC) on November 17, 
1959. In an earlier life before he chose orthodontics and 
anthropology as his careers, Michael was an internation-
ally recognized actor, earning acclaim for his role in the 
Taiwanese motion picture Jade Love (1984), which re-
ceived a number of Golden Horse Awards and was fea-
tured at film festivals around the globe. In 1988 after 
completing his dental degree at National Taiwan Uni-
versity and two years of compulsory military service, 
Michael moved to New York to work on his Master’s in 
orthodontics from Columbia University. After complet-
ing his orthodontics degree Michael entered the Ph.D. 
program in Anthropology at Columbia. Shortly after 
entering the anthropology program Michael had his last 
brush with the acting bug when he was offered the lead 
in Ang Lee’s first American film, The Wedding Banquet 
(1993). Michael turned down the offer, choosing instead 
to focus on his new career. 

Michael was Ralph Holloway’s student from the 
moment he entered the anthropology program. He 
worked closely with Ralph and Doug Broadfield on a 
number of endocast projects, bringing his ample artistic 
skills to the science of paleoneurology. Though his dis-

sertation work was on dental development, Michael is 
most remembered in anthropology for his contributions 
to our understanding of human brain evolution. After 
completing his Ph.D. in 2000, Michael moved back to 
Columbia’s College of Dental Medicine as an Assistant 
Professor of Clinical Dental Medicine. As with every-
thing he did Michael threw himself entirely into his new 
profession, anatomist. He earned a third dental degree 
in 2003. 

In his short tenure at Columbia, Michael became 
one of the most beloved instructors in not only the Col-
lege of Medical Dentistry, but also Columbia’s College 
of Physicians and Surgeons, earning three Teacher of the 
Year awards. He was promoted to Associate Professor 
in 2008. After Michael became ill he continued to teach 
from his hospital bed, sending the medical and dental 
students details of the various procedures he underwent, 
and relating them to the current anatomical region the 
students were learning. True to the way he lived, the 
dedication on his last teaching award summarizes our 
feelings for Michael: …in appreciation for his “wisdom, 
gentleness, and ability to … accept life’s challenges and 
use them to grow.”
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For those who work in the area of human brain evolu-
tion Charles Duell’s, Commissioner of the United States 
Patent Office, 1899 mythical quip that “Everything that 
can be invented has been invented,” seems abundantly 
appropriate to the nearly fifty year long career of Ralph 
L. Holloway, Jr. As each of us has struggled to introduce 
the field to a supposedly new idea, we each at some point 
have run headlong into a similar idea proposed by Ralph 
some ten, twenty, or forty years earlier. While this may 
seem dejecting, few researchers in the field have ever 
been made to feel this way by Ralph. Instead we and the 
field in general have been propelled forward by Ralph’s 
boundless curiosity. 

On April 27 – 28, 2007 researchers from Europe and 
the United States gathered at the Stone Age Institute and 
Indiana University to celebrate and pay tribute to Ralph 
Holloway’s unparalleled contributions to the field of hu-
man brain evolution. Reflecting the diversity of Ralph’s 
research, the symposium was an eclectic mix of the top 
minds in the field who over a two period synthesized 
ideas from the fossil record, state-of-the-art imaging, 
neuroscience, behavior and genetics, culminating in this 
festschrift, The Human Brain Evolving: Paleoneurologi-
cal Papers in Honor of Ralph L. Holloway.

The content of the symposium ranged from the lat-
est unpublished findings, modern revisions of previously 
proposed hypotheses of brain evolution, and new synthe-
ses of current information. The papers presented in this 
volume represent in part many of the ideas presented at 
the symposium as well as reflections on the diverse dis-
cussions of the topics covered and the presentation of new 
data collected in response to conversations held at the 
symposium, making The Human Brain Evolving: Papers 
in Honor of Ralph L. Holloway unique in that a collection 
of such diverse topics in the field of human brain evolu-
tion have never been presented before in one place. 

The symposium leading to this volume was the cul-
mination of discussions that began back in the mid-1990s 
between one of our beloved colleagues to whom this 
book is dedicated, Michael Yuan, and Doug Broadfield. 
At that time Ralph discussed his retirement as eminent. 
Originally, Ralph had planned to retire from Columbia 
University around 2007, making the timing of the sym-
posium apropos. The fruition of the symposium is due in 
large part to Kathy Schick and Nick Toth, co-directors 
of the Stone Age Institute, who not only threw the entire 

assets of the institute behind the planning and execution 
of the symposium, but also sacrificed their personal time 
and energy to put together what for many was a flawless 
and memorable weekend. In addition, the symposium 
was only possible through the generous support of not 
only the Stone Age Institute, but also the College of Arts 
and Sciences of Indian University, the Office of the Pro-
vost of Indiana University, the Indiana University Foun-
dation, Carol Travis-Henikoff, Anthony Hess and Rich-
ard Foley. The conversations generated by the various 
talk were often sparked by the discussants, Bill Kimbel 
and Leslie Aiello, who managed to shed new light on the 
topics present through deft synthesis of the data and hy-
potheses. Finally, we are indebted to Mila Norman and 
Blaire Hensley-Marschand of the Stone Age Institute 
who worked behind the scenes to make sure no detail 
in pulling off the symposium was missed, and to Amy 
Sutkowski and Lawrence Buchanan for their help in the 
layout and design of this volume.

Often when a symposium is planned the organizers 
attempt to draw together a slate of experts in the field 
that often have a relationship with the honoree. In many 
ways a symposium of this nature is a reflective look 
back on the esteemed career of a beloved colleague by 
friends and former students. In determining the list of 
attendees it was necessary to pare a list of nearly one 
hundred individuals down to approximately twenty-five. 
While this unenviable task is often relegated to the or-
ganizers, we also solicited Ralph’s input. The result was 
a menagerie of experts less chosen for their close per-
sonal relationship with Ralph and more simply because 
Ralph was fascinated by an individual’s research. As a 
consequence of satisfying Ralph’s unrivaled curiosity, 
the symposium was not just a meeting of minds, but also 
a meeting of firsts. It was one of the first symposia that 
brought together individuals from what before then were 
widely disparate fields such as paleoanthropology and 
molecular biology. It was also ironically the first time 
Ralph had ever met some of the participants in person. 
That someone would participate in a symposium for an 
individual they had never met is a genuine reflection of 
the admiration and respect scientists the world over have 
for Ralph Holloway.

Doug Broadfield
October  2010

PrefAce
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The human brain is arguably the most important 
product of our evolution.  How our early ancestors 
moved about the landscape looks to the question, when 
did hominins separate from the ancestor we share with 
chimpanzees, but it does not answer the question, when 
did our ancestors begin to think like us? It is assumed 
that the answer to this question is as simple as looking 
at the fossil record and recording the time when brain 
size increased above that of other apes. While early re-
searchers such as Keith, Smith, and Broca among others 
assumed that human cognition is the result of brain size, 
more recent studies have done much to elucidate our un-
derstanding of human brain evolution.

For over a century researchers from all areas of sci-
ence have weighed in on the evolution of the human brain 
usually drawing from their own knowledge in medicine, 
neuroscience, behavior or paleontology. In many ways 
the study of human brain evolution was viewed more as 
a hobby rather than a research career path. The result 
was a confusing oversimplified picture of brain evolu-
tion. However, this armchair approach to the subject all 
changed with Ralph Holloway’s 1967 publication The 
Evolution of the Human Brain in the journal General 
Systems, albeit he did not know quite yet what to make 
of endocasts. In less than ten years, though, Holloway 
(with credit also going to Harry Jerison) had established 
a new field of study, paleoneurology, or the study of ner-
vous system evolution. 

From April 27-28, 2007 researchers from North 
America and Europe came together at Indiana Univer-
sity and the Stone Age Institute for The Human Brain 
Evolving: Papers in Honor of Ralph L. Holloway to cel-
ebrate the achievements of Ralph Holloway as well as 
to present the current status of the fledgling field of pa-

leoneurology and to discuss its future. The result of the 
conference as demonstrated in the works presented here 
is that Holloway’s seminal work has been responsible 
for turning paleoneurology into a dynamic field that cuts 
across all disciplines. The most noticeable characteristic 
of the works presented here is that they are not limited to 
a single line of study, say endocasts. Instead paleoneu-
rology has evolved into a diverse field that draws data 
from every available technique, including genetics, be-
havior, the fossil record and imagining modalities. As a 
result, the chapters of this volume are loosely arranged 
into seven different topical themes.

The first set of papers looks at the theoretical con-
cept of brain evolution. Chapter 1 by Ralph Holloway 
is a retrospective originally published in Annual Review 
of Anthropology that sincerely captures the evolution of 
the field. What is most revealing in this chapter is that 
Holloway like others before him had difficulty early 
in his career accepting the validity of fossil endocasts 
as analytical tools. The reader will also learn about the 
principal themes of brain evolution first developed by 
him that still dominate the field today. Chapter 2 by 
Robert Martin and Karin Isler is the result of 30 years 
of research on the Maternal Energy Hypothesis, an idea 
Martin first introduced in 1981 that examines the devel-
opmental strategies that go into the evolution of large 
brains. The Maternal Energy Hypothesis looks at mam-
malian brain evolution in general, but the concepts of the 
hypothesis are directly applicable to human brain evolu-
tion. The last chapter in this section, Chapter 3 by Tom 
Schoenemann, takes a closer look at a specific problem 
in human brain evolution, the importance of brain size. 
Here Schoenemann argues that absolute increases in 
brain size observed in the fossil record likely resulted in 

InTroducTIon
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The next section of the book focuses on a collection 
of papers that examine brain evolution through examina-
tion of the neurological and neurocytoarchitectural evi-
dence derived through a variety of techniques as well as 
development. In Chapter 9, Katerina Semendeferi and 
her team look at the evidence for human brain reorga-
nization by examining the brains of our closest living 
primate relatives, the apes. One of the most important 
outcomes of their studies is the conclusion that the hu-
man brain is the result of mosaic evolution, increasing 
disproportionately not only in more derived regions, but 
also in areas assumed to be conservative in function and 
development. 

One research method that is just beginning to impact 
the field is the application of diffusion tensor imagining. 
Previously the only methods for deriving brain pathways 
and activity were invasive experiments and certain im-
aging techniques. Among the imaging techniques that 
can be used to view brain activity in real time are the 
two, Positron Emission Tomography (PET) and Func-
tional Magnetic Resonance (fMRI), that can generally 
provide insight into the connectivity and functionality of 
various brain pathways. However, the biggest impedi-
ment to using these modalities to study brain evolution is 
figuring out how to get your subject, say a chimpanzee, 
to lie still in the machine and cooperatively follow your 
commands without moving too much. Today a new tech-
nique known as Diffusion Tensor Imaging (DTI) is per-
mitting researchers the first opportunity to access brain 
regions once off limits with other techniques. Chapter 
10 by Jim Rilling and Chapter 11 by Jason Kaufman et 
al. provide insight into the value and application of this 
revolutionary approach. Rilling uses in vivo images of 
macaque, chimpanzee and human brains to demonstrate 
the difference observed between these species with re-
gard to brain activity and lateralization. Complementing 
Rilling, Kaufman et al. apply DTI to a preserved gorilla 
brain to reconstruct various fiber tract pathways. This 
methodological paper for the first time looks at the ca-
pacity to delve into the histology of the brain in valuable 
specimens that are often unavailable for sectioning, us-
ing DTI. It also provides important information on the 
current shortcomings of imaging techniques (see also 
Chapter 4), and the need for more research on the meth-
odology of imaging techniques.

Chapter 12 examines an often-overlooked aspect 
of brain organization, minicolumns. Here Dan Buxho-
eveden revives Pasko Rakic’s seminal work in the 1970s 
that found that the brain is organized into minicolumns 
that are a product of how the brain develops its various 
neurocytarchitectural layers. Buxhoeveden hypothesizes 
that the development of minicolumns directly affects fea-
tures such as brain size and organization. This echoes to 
a certain degree Vallender and Lahn’s paper discussing 
the effects of genes on brain development and evolution, 
suggesting that the development of additional minicol-
umns that may affect brain size as well as the variability 
among minicolumn size and distribution are likely the 

concomitant alterations in cognition, spurring the devel-
opment of features such as language.

The next section of papers looks at evidence that fo-
cus on the hard evidence for brain evolution, endocasts. 
Chapter 4 by Ralph Holloway presents a new interpre-
tation of the controversial LB1, Homo floresiensis, endo-
cast. Here it is suggested that LB1 displays characters in 
the endocast that are similar to modern microcephalics 
while also possessing features that may be autapomor-
phic. The bottom line, though, according to Holloway is 
that the jury is still out on the status of LB1 until more 
specimens can be found. In Chapter 5, Dominique Gri-
maud-Herve and David Lordkipanidze take an in-depth 
look at a couple of possible ancestors to H. floresiensis 
in the Dmanisi fossils D 2280 and D 2282. Like LB1 
these have been controversial for their taxonomic des-
ignations based on a unique suite of features absent in 
contemporaneous fossils. Based on the affinities ob-
served in these endocasts to early members of H. erectus 
the authors conclude that D 2282 may be H. ergaster 
while D2282 is likely H. erectus. Chapter 6 by Emil-
iano Bruner examines the evolution of the parietal cor-
tex in later human groups, primarily Neanderthals and 
early modern humans. Through a morphometric analysis 
of endocasts, Bruner proposes that the parietal lobes of 
some late hominins increased allometrically with brain 
size, but that in modern humans the parietal lobes in-
creased non-allometrically or are larger than what would 
be predicted for a hominin with our brain size. The final 
paper in this group, Chapter 7, by Anne Weaver takes a 
look at one of the most overlooked brain regions, the cer-
ebellum. The cerebellum, an area dedicated to motor co-
ordination and related tasks, is assumed to have changed 
little during the course of primate brain evolution. How-
ever, approximately 30,000 years ago the relative size 
of the cerebellum compared to the size of the cerebrum 
changed – the cerebellum became relatively large next 
to the cerebrum when compared to our most immediate 
ancestors. Weaver suggests that while the evolutionary 
reasons for the change are uncertain, the changes appear 
to occur around the time significant mutations in regula-
tory genes such as microcephalin and ASPM appear.

Anne Weaver’s analysis of cerebellar evolution in 
H. sapiens is a beautiful introduction to the chapter that 
follows. Chapter 8 on Study of Human Brain Evolution 
at the Genetic Level stands alone as a unique section on 
the genes important to brain development by two of the 
leading researchers in the field, Eric Vallender and Bruce 
Lahn. Several years ago Lahn’s lab at the University of 
Chicago published several seminal papers on the impor-
tance of understanding evolution, including brain evo-
lution, through the action of genes. Two of those genes 
ASPM and microcephalin according to Vallender and 
Lahn, may figure prominently in brain evolution, pri-
marily the evolution of modern human brain size. In ad-
dition, Vallender and Lahn cautiously remind the reader 
that work in this area of paleoneurology is only in its in-
fancy and that much of the heavy lifting is yet to be done. 
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The last section of this volume looks at brain evolu-
tion through behavior. While there are countless studies 
on animal and primate cognition, most do not examine 
animal cognition through the lens of human brain evolu-
tion. Two papers look at human brain evolution through 
two behaviors that are central to human cognition, learn-
ing and language. Chapter 17 by Francys Subiaul exam-
ines human brain evolution through imitation learning. 
Imitation is an important skill for many animals, espe-
cially primates. We learn most of the skills we acquire 
early in development through imitation. By looking at 
macaques, apes and humans Subiaul concludes that hu-
man imitation did not evolve singularly, but instead arose 
as a result of mosaic evolution acting on multiple brain 
regions over the course of millions of years through se-
lective pressures arising from ecological, technological 
and sociological means. Chapter 18 by Duane Rum-
baugh, Sue Savage-Rumbaugh, James King, and Jared 
Tagialatela takes a look back at the Rumbaughs’ work on 
language acquisition in chimpanzees and bonobos. They 
conclude that based on the capacity for apes to acquire 
language along with other expressions of intelligence 
they display human brain evolution did not proceed with 
the development of human brain structure de novo, but 
instead occurred via to co-option and exaptation of struc-
tures that exist with the ape brain. In this volume’s final 
chapter (Chapter 19), Nicholas Toth and Kathy Schick 
review the prehistoric archaeological record and exam-
ine how it correlates with probable brain reorganization 
and speciation in the course of human evolution. They 
document the appearance of novel behaviors over the 
past several million years of evolution and assess their 
cognitive complexity.

Almost fifty years ago Ralph Holloway exploded 
out of Berkeley to take on a field that was transitioning 
from the assumption that brain evolution was a simple 
matter of evolving big brains to the realization that hu-
man brain evolution is an immensely complex problem. 
Relying on little more than infinite curiosity and an in-
nate ability to synthesize presumptively disparate data, 
Ralph Holloway changed the face of Anthropology. 
Ralph’s contributions are too numerous to count. He lent 
his knowledge of neuroscience to the fossil records to 
make endocasts relevant not just for what they reveal 
about brain size, but also for the features they possess 
and what they can tell us about the mosaic evolution of 
the brain. He also charted the course for others by tell-
ing anyone interested where they should be looking for 
answers (e.g., inside the brain, in behavior, through sex 
differences, through modern variation). The result of this 
lifetime of work is a vibrant field, producing this volume 
on a variety of topics all related to brain evolution. To 
paraphrase Isaac Newton, if we the editors, authors, and 
others in the field see a little further, it is because we 
stand on the shoulders of giants. Ralph Holloway is cer-
tainly one of those giants.

result of mutational events. Along these specific lines, in 
Chapter 13 Raghanti et al. examine the effects of neu-
rotrasmitter systems in cognition. However, unlike mini-
columns where some of the genetics that likely affect 
their development have been discerned, the evolutionary 
consequences of the genes behind neurotransmitters are 
far from being well understood. Few researchers have 
attempted to link neuromodularity to human brain evo-
lution, but as Raghanti et al. demonstrate the differences 
in the function of the three neurotransmitters studied are 
so acute between humans and chimpanzees that they not 
only provide an explanation for cognitive differences be-
tween us and our closest living relative, but also a poten-
tial explanation for certain human neuropathologies such 
as schizophrenia. 

In Chapter 14, Doug Broadfield investigates sex 
differences in the corpus callosum. In 1982 Holloway 
and Kitty de Lacoste published a seminal paper on sex 
differences in the corpus callosum of humans, finding 
that the corpus callosum of females was proportionally 
larger than males. This paper set off a firestorm, and for 
the second time in his career Holloway earned credit for 
establishing a new field in neuroscience, this being sex 
differences and the brain. As with other questions exam-
ined here it is understood that modern humans display 
a particular feature apparently unique to the species. As 
with the question of when did the brain enlarge, Hol-
loway’s work on the corpus callosum raised the issue of 
when sex differences appear in hominins. In this study 
Broadfield looks at the corpus callosum of chimpanzees 
to determine if sex differences are an ancient feature of 
brain evolution or a recent phenomenon. In this case it 
appears that human sex differences in the corpus callo-
sum are unique, albeit apparently built on a trend that 
stretches back to the last common ancestor we shared 
with chimpanzees.

The next two papers in the volume may appear 
somewhat out of place among studies of neurotransmit-
ters and endocasts, but as the reader with gather from 
these two papers, understanding development is impera-
tive to understanding brain evolution. The first of these 
papers (Chapter 15) is by Janet Monge and Alan Mann, 
two researchers that have spent much of their careers 
studying issues of development. Here Monge and Mann 
provide new evidence that provides valuable insight into 
modern human development as well as early hominin 
development. By knowing how our early ancestors de-
veloped we can have a better idea of how brain growth 
proceeded as well as obtain reliable measurements of 
adult brain size from juvenile specimens. In the second 
paper related to dental development our late colleague 
Michael Yuan presents data that supplements and in 
some ways challenges the work of Mann and Monge. In 
Chapter 16, Yuan looks at perikymata counts in Asian 
populations to determine if the use of perikymata in de-
termining age in modern human populations needs to be 
reexamined.
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AbstrAct

Minor controversies notwithstanding, the evolution 
of the human brain has been an intermingled composite 
of allometric and non-allometric increases of brain vol-
ume and reorganizational events such as the reduction 
of primary visual cortex and a relative increase in both 
posterior association and (most probably) prefrontal cor-
tex, as well as increased cerebral asymmetries, includ-
ing Broca’s and Wernicke’s regions, with some of these 
changes already occurring in australopithecine times. As 
outlined in Holloway (1967), positive feedback (“ampli-
fication-deviation”) has been a major mechanism in size 
increases. Exactly how this mélange of organs evolved 
will require many more paleontological discoveries with 
relatively intact crania, an unraveling of the genetic 
bases for both brain structures and their relationship to 
behaviors, and a far more complete picture of how the 
brain varies between male and female, and different pop-
ulations throughout the world. After all, the human brain 
is still evolving, but for how long is quite uncertain.

IntroductIon

One of my goals is trying to understand how human-
kind evolved, and in particular, why we have become 
the most dangerous species on the planet.  I attribute 
this quandary of the species to its brain, and the capacity 
thereby to create by means of arbitrary symbols, systems 
of patterned insanity, that is, delusional systems that nev-
ertheless sustain us. This belief follows from my defini-
tion of human culture:

as that biosocial evolutionarily-derived and 
socially-sustained ability, possessed only by human 

beings as members of societies, which organize 
experiences in a blend of both arbitrary and icon-
ic symbol representations. These representations 
can be imposed by any level or unit of human so-
cial structure, including the individual. (Holloway 
1981a; see also Holloway, 1967, 1969a, 1996).

The key element here is “imposed” meaning forced 
upon or done against resistance.

I recognize that this not a view shared by most 
people, and I could well be wrong about the patterned 
insanity I regard as part of human behavior (particularly 
religion and politics, despite what few eufunctions may 
attend, at least as far as I understand human history). Be-
cause the human brain is the most important construc-
tor of experience and reality, it would be important to 
know how it came to its present state. Some knowledge 
of comparative neuroscience, the relationships between 
individual variation and behavior, molecular neuroge-
netics, and paleoneurology, or the study of the only truly 
direct evidence, the endocasts of our fossil ancestors, is 
necessary. Endocasts, i.e., the casts made of the internal 
table of bone of the cranium, are rather impoverished 
objects (the cerebrum is covered by three meningeal tis-
sues) to achieve such an understanding, but these are all 
we have of the direct evolutionary history of our brains 
and should not be ignored. Most of my professional ca-
reer has involved the study of these objects. 

To cover all the evidence for human brain evolu-
tion would be an impossible task in this retrospective es-
say. Fortunately, a fine review of human brain evolution 
has been published by Annual Review of Anthropology 
(Schoenemann 2006), as well as by Rilling (2006), Bux-
hoeveden & Casanova 2002, and Preuss et al, 2003, and 
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derstanding how the brain evolved? His response was 
that I would become too specialized and would not be 
a physical anthropologist, an argument I found entirely 
unconvincing. (However, if one looks at the textbooks in 
physical anthropology of the 1950s through the present, 
one will find it rare to see more than one page devoted 
to the brain, and what will be discussed is only the size 
of the organ. The recent text by Sanford et al. (2008) is 
an exception because one author, John Allen, is a neuro-
biologist who has also studied the lunate sulcus (Allen 
et al, 2006). 

Washburn (and Irvin DeVore) had just come back 
from field studies in Ambolselie Game Park studying ba-
boon behavior, and I think he wanted me to do the same. 
At the time, I thought primate studies were interesting, 
but I could not fathom using baboons as a theoretical 
model for understanding human evolution because I re-
garded each species a terminal end product of their own 
line of evolutionary development. Despite the warning, 
I took the neuroanatomy course and worked eventually 
with Diamond on the effects of environmental complex-
ity on the cortex in rats. In 1966, I wrote the first paper 
on the effects of environmental complexity training on 
dendritic branching, using Golgi-Cox methods (Hollo-
way 1966c). 

My next mentor was Professor Theodore McCown, 
who was completely open and supportive regarding my 
burning interests in the brain. In 1964, I completed my 
dissertation, after much hassle with Washburn regarding 
a doctoral dissertation topic, and he was not a member of 
my committee. My dissertation was of the library vari-
ety, a review of quantitative relations in the primate brain 
[Holloway 1964; the first part of which was published 
in Brain Research (Holloway 1968), but the second half 
was mysteriously lost between the editors in Holland and 
Switzerland…].  I regarded endocast studies as possibly 
useless, and this gave me a burning desire to do empiri-
cal research and not armchair anthropology. Ironically 
enough, considering my experiences in geology and en-
gineering, 1964 was a banner year for entering the job 
market, and I received several offers, most notably from 
Columbia University and Cornell. My first wife’s folks 
were from New York, I took the Columbia position. My 
father had died prior to this, so this triumph was un-
known to him.

Early Columbia University
My position at Columbia was mostly as a service 

to sociocultural anthropology, and I taught at both un-
dergraduate and graduate levels. At that time, we were 
fully committed to the four-field approach, an approach 
now completely rejected by the cultural anthropolo-
gists at Columbia, the majority of which appear strongly 
postmodern, post colonialist, feminist, and political. I 
suppose in the earlier days, had I been more aggressive 
about constructing a biological anthropology program at 
Columbia, my stay would have been a more pleasant ex-
perience, but I was quickly isolated and marginalized at 

these articles save me the task of restating all the evi-
dence (see also Grimaud-Hervé 1997, Holloway et al., 
2004a, Weaver 2005), and allow me to be more personal 
in my reflections.

bIogrAPHIcAl

Getting Out of Drexel, New Mexico,  
Los Angeles

My early college education started at Drexel Insti-
tute of Technology in Philadelphia, where I was enrolled 
in the cooperative program of metallurgical engineer-
ing. The cooperative program in the early 1950s meant 
half the year was spent in classes, and the other half was 
spent in industry, meaning some job appropriate to one’s 
major. I was lucky enough to work at Armco Stainless 
Steel Co. in Baltimore, and while I never did succeed in 
inventing transparent stainless steel (from my boyhood 
science fiction fantasies), I was allowed to experiment 
with extreme temperatures on various alloys of stainless. 
Three and half years later, I had my first choice of an 
elective course, which could be either public speaking 
for engineers or reading (again) Huckleberry Finn and 
Tom Sawyer. I chose the former. 

Family matters took me to the University of New 
Mexico in Albuquerque, and I was admitted on proba-
tion since my Drexel grades in calculus left something 
to be desired. I was thirsting for knowledge, and took a 
course in Anthropology and a course in Geology. These 
courses affected me profoundly, and I decided to become 
an anthropologist. My father rebelled, and to shorten this 
tale, I became a geologist, since it would be more likely 
that I could be employed in the latter pursuit than the for-
mer. Indeed, upon graduating in 1959 with experience as 
a roughneck in southwest Texan oil fields, and working 
in a geophysics lab, I was unable to get a job in geol-
ogy, there being a major recession at that time. I ended 
up in Burbank, California working on heat resistant met-
als with Lockheed Aircraft. I remember going to night 
school and taking a course taught by Dr. Jack Prost at 
the University of California, Los Angeles, and a course 
on metal fatigue, just to keep the schizoid quality of my 
life in motion. A year later, I was admitted to the PhD 
program in Anthropology at the University of California, 
Berkeley; I departed Los Angeles, and gratefully moved 
to the Bay Area. 

Getting out of Berkeley
My first mentor at Berkeley was Professor Sher-

wood Washburn, who was extremely kind to me in offer-
ing graduate student research support. Washburn insisted 
on my taking various anatomy courses until I suggested 
to him that I wished to take a course (then taught by 
Marian Diamond) in neuroanatomy. He was appalled 
and told me that he would no longer be my mentor if I 
studied neuroanatomy. I was flabbergasted: how could 
anyone understand how humankind evolved without un-
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was finding an accurate volumes for the hominids (Hol-
loway 1970a,b; 1973b), and trying to find an objective 
method(s) for deciding whether the cortex was reorga-
nized as Dart had previously claimed (Dart 1925, 1926, 
1956). This meant trying to determine the exact location 
of the infamous lunate sulcus, which is almost always 
the anterior boundary of primary visual cortex, or area 
17 of Brodmann. Was it in a typical ape anterior posi-
tion as Keith (1931) figured it, or was it indeed in a pos-
terior, more human-like position as Dart had originally 
claimed? Little did I realize how contentious this ques-
tion would turn out to be (30+ years!), as I acquired my 
long-standing opponent, Dean Falk.  My estimate of the 
Taung endocast volume came out to 404 ml, double the 
volume of the 202 ml hemi-endocast I had constructed 
under the scrutiny of both Tobias and his fabulous as-
sistant, Alun Hughes (Holloway 1970a). This value was 
quite less than the 525 ml previously reported, and I was 
pleased that both Alun and Philip did not find fault with 
my reconstruction. I particularly enjoyed working on the 
SK 1587 endocast from Swartkrans (Holloway 1972b) 
at the Transvaal Museum. Of course, nothing is static 
in paleoneurology, and the Taung endocast volume has 
been recently deflated  (i.e., 382 ml) by Falk & Clarke 
(2007) in a paper filled with questionable methods, the 
most grievous being that they never bothered to define 
a midsagittal plane, an absolute requisite when trying 
to mirror-image a half-portion of an endocast (R. Hol-
loway, manuscript in preparation). Falk et al. (2000) pro-
posed some minor deflations of other australopithecine 
endocast volumes, and replies will ensue in the future.

Apparently, my skills were growing, and I believe 
Tobias let Louis Leakey know I could be trusted with 
the fossils. And so in 1971-1972, my family and I spent 
a sabbatical year in Kenya and South Africa working on 
australopithecines, habilines, and H. erectus. (So many 
anecdotes, so little space, but I shall always remember 
Louis’ kindness to me and my family when he was in 
such considerable pain.) 

I returned to Kenya a couple more times to work 
mostly on the habilines, and my visit in the late 1970s, 
in particular, allowed me to make an undistorted endo-
cast of the famous KNM-ER 1470 cranium My observa-
tions on Broca’s area were recorded in Richard Leakey’s 
books (where I had determined that these were of a 
Homo-like form and found a cranial capacity of 752 ml.) 
My method scared the dickens out of Richard, because I 
filled the latex coated interior of the cranium with plaster 
of Paris to avoid any distortion while it was still in the 
cranial portion. When Richard saw this, he asked how 
in the hell I would get it out, and I told him to come by 
next day. He did, and lo and behold, there sat the perfect 
endocast, and there sat the undistorted cranium! (Given 
the existing breaks in the cranium, simply dissolving 
the glue joints and extricating the endocast without any 
damage to the fossil itself was an easy task.) 

I believe it was during a 1978 visit, perhaps ear-
lier, that Richard approached me in the Center’s lab, 

Columbia, and remain so. Instead, I tried to stay true to 
scholarship and research, and not politics. Fortunately, I 
was (and am) saved by my mighty tenure. 

Harry Shapiro from the American Museum of Nat-
ural History was an Adjunct, and he and I shared the 
responsibilities of educating graduate students in the 
department. I tried to continue my research on the ef-
fects of environmental complexity on dendritic branch-
ing; both my children referred to me as the “man who 
draws spiders”, as dendritic branching was done in my 
darkened office, tracing the dendrites against a sheet of 
paper attached to the wall, while manipulating the depth 
of focus on the microscope, there being no joy sticks or 
computers in those days. My hope was to do research 
on the quantitative histology of the cerebral cortex of 
different primates including humans, but no lab facili-
ties were available. I approached my chairman, Morton 
Fried at the time, and asked for his interceding with the 
Biology Department, in the hope that they might pro-
vide some space and histological help. The answer was 
brutal: Cyrus Levinthal and Eric Kandel responded to 
Fried somewhat as follows: “if we do not know what 
is happening in the brain of Aplysia, the sea-slug, how 
could we possibly learn anything from the primate 
brain? No.” Kandel, of course, went on to win a Nobel 
Prize for his research. Admittedly, this was a hard les-
son for me regarding the hubris of molecular biologists, 
but I survived it. My early papers in those days were 
attempts at synthesizing hominid brain evolution (Hollo-
way 1966a, b; 1967; 1968; 1969a,b; 1972a; 1973a), and 
were of the armchair variety, although I still regard cer-
tain papers [1967, 1969a,b; 1975b; 1976; these two latter 
papers suggested that throwing with force and accuracy 
selected aspects of brain evolution, well before Calvin’s 
(1983) book, which took this idea much further] as some 
of my best attempts, despite their speculative hue.

On to Paleoneurology
Indeed, the above experience led me to seek a se-

mester’s leave, and I and my family went off to South 
Africa to look at australopithecines and endocasts un-
der the guidance of Professor Phillip V. Tobias. This 
was in 1969, and I guess my encounters with the New 
York police during the 1968 student demonstrations (I 
experienced testicular trauma at the end of the police 
blackjacks…) were a sympathetic note to Tobias and the 
apartheid policies in South Africa that he was fighting. 
In any event, the experience settled my career, and I be-
came a dedicated paleoneurologist. Ironically, my dis-
sertation had explicitly found endocasts to be useless, 
particularly when I found that descriptions of Sinanthro-
pus were more primitive than Homo erectus from Java, 
despite being later in time. 

I met Professor Raymond Dart there, who had so 
kindly sent me all of his reprints when I was at Berkeley, 
and I became convinced that the Taung endocast needed 
independent study, despite the detailed work of George 
Schepers (Schepers 1946). My main concern at the time 
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paper on the possible similarities, cognitively, between 
language and tool-making behavior.

I had, by 1978, made close to 200 latex rubber en-
docasts of modern humans and apes and monkeys, and 
compulsively collected thousands of data points on a 
comparative collection of these endocasts, including 
fossil hominids, apes, and modern humans, using a ste-
reoplotter that was suggested to me by Dr. Alan Walker. 
This gadget measured the dorsal surface of the endocast 
every ten degrees in two planes, and took the distance 
from a homologous central point to the endocast sur-
face, thus avoiding problems with allometric correc-
tions. These results (Holloway 1981c) indicated that the 
region of greatest shape difference was in the posterior 
parietal region, which I thought was a buttress to my be-
lief that relative expansion of the posterior parietal lobe 
had occurred early in hominid evolution, and was indi-
cated on the Taung endocast, as well as the AL 162-28 
specimen from Hadar, Ethiopia (Holloway 1983a, Hol-
loway & Kimbel 1986). This was also a time in which I 
published my observations on the Spy Neandertal endo-
casts, the Omo endocast, and the Solo endocasts (Hollo-
way 1980a,b; 1981b,d,e; 1983b; 1985b). More recently, 
I have been making endocasts of modern Homo sapi-
ens, from sectioned crania in the bone lab at Columbia, 
and from the Von Lauschan collection at the American 
Museum of Natural History, adding roughly another 75 
specimens to the growing sample size of the 15-20 that I 
did much earlier. Included among these latter specimens 
are 5-6 microcephalic endocasts (thanks go to Milford 
Wolpoff, who lent the crania to me) and a couple of ex-
treme cranial deformation examples. These have all been 
done using “Dentsply Aquasil LV” dental impression 
material, which has, hopefully, a much longer shelf life 
than the earlier latex endocasts, many of which have de-
teriorated. Thanks to the efforts of Dr. Janet Monge and 
Dr. Tom Schoenemann, these endocasts (not the more 
recent human ones) have been scanned. 

tHE lunAtE sulcus

Dart (1925,1926,1956) had believed that the Taung 
child’s endocast showed definite signs of reorganization 
toward a more human-like condition on the basis of his 
belief that the lunate sulcus, which defines the anterior 
boundary of primary visual striate cortex, Brodmann’s 
(1909) area 17, was visible on the Taung natural endo-
cast.  The cortex anterior to the lunate sulcus would be 
the parietal and temporal lobe association cortex, where 
higher cognitive functions occur. I trumpeted the con-
cept of reorganization in my dissertation and early pa-
pers (e.g., Holloway 1966b, 1967,1979) and, indeed, still 
believe the concept to be of value as an additional set of 
quantitative changes that are not directly caused by brain 
size increase alone. How the brain is organized as well as 
its size is of great importance. (I came to this conclusion 
before 1964 when I made a seminar presentation in one 
of Washburn’s classes, demonstrating that some human 

and asked if Dean Falk could take some impressions 
(“peels”) from the cranium, and I said yes, but did not 
know that she would later publish her observations (Falk 
1983a) without either acknowledging my agreement, or 
even mentioning my findings, which were mentioned in 
Leakey’s books (Leakey and Lewin 1978, Leakey 1981). 
At the time, I was supposed to be preparing a full de-
scription to be included in Bernard Wood’s monographic 
treatment of the Kenyan discoveries (Wood 1991). My 
results (Holloway 1983d), in very abbreviated form, 
were published in the journal Human Neurobiology, of 
which Doreen Kimura was a founder, but which did not 
survive very long as a journal. In the latter part of 1972 
I went briefly to Indonesia to make endocasts from the 
newly discovered Homo erectus crania (Sangiran 4, 10, 
12, and 17) in Dr. Teuku Jacob’s lab at Jogjakarta. The 
hospitality was splendid, but the weather abominable.

The Armchair Stuff, Compulsive Collecting 
of Data, and More Controversies

Meanwhile, throughout the late 1970s and early 
1980s, my interests broadened to more theoretical ap-
proaches to human brain evolution (albeit my 1967 pa-
per in General Systems was a major beginning), and are 
reflected in my paper published in 1979, where I tried 
to synthesize brain size, brain reorganization, structural 
and regulatory genes, and allometry in the volume edited 
by Hahn, Jensen and Dudek (Holloway 1979, in Hahn et 
al. 1979) (see Figure 1).  At this time I was in the midst 
of conceptual battles with my colleague Harry Jerison, 
who appeared, at least to me, to have little regard for the 
concept of reorganization (Holloway 1969b, 1974; see 
also Holloway 1966a for a critique of the extra neuron 
model Harry had offered in 1963).  I was honored to give 
the James Arthur Lecture on the Evolution of the Hu-
man Brain (Holloway 1975b), in which I suggested, as I 
had in my earlier (Holloway 1967) paper, that selection 
for social behavioral complexity was what had driven 
the evolution of the hominid brain. (I would have been 
wiser to have called it “Machiavellian Intelligence,” or 
the evolution of the “social brain”, the current popular 
jargon which ignores earlier publications). The paper on 
relative encephalization quotients (EQ) measures (Hol-
loway & Post 1982) was an important contribution also. 
My 1969 paper, “Culture: A Human Domain,” was an 
attempt to describe what humans did as quite different 
from what other primates were doing, although if I were 
to rewrite that paper, I would find many more areas of 
behavioral continuity between our symbolically medi-
ated behavior, and theirs. At that time, I thought the ba-
sis of human language, the use of arbitrary symbols, had 
aspects of cognitive processes that were shared by stone 
toll making.

A recent paper by Stout et al. (2008) using fMRI on 
Nick Toth while he was making stone tools indicates a 
possible connection between language sites in Broca’s 
and Wernicke’s regions of the cerebral cortex and stone 
tool making, something I had suggested in the above 
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confrontation with Falk.  She (Falk 1983b) incorrectly 
oriented the Hadar specimen so that the cerebellar hemi-
spheres protruded beyond the cerebral cortices. Further, 
the depression along the lambdoid suture region, which 
she regarded as the lunate sulcus, was placed in an an-
terior, ape-like position, which simply reflected her own 
bias. She had apparently accepted my earlier (Holloway 
1983c) identification of the posterior end of the interpa-
rietal sulcus (IP), which usually abuts the lunate sulcus. 
I was reluctant to accept the depression as a true lunate 
sulcus because I had found many of my Pan endocasts 
had a distinct “sulcus” just immediately anterior to the 
lambdoid suture, which I name the “prelambdoid pseu-
dosulcus”, and which is actually caused by the posterior 
and inferior lip of the parietal bone. Clark et al. (1936) 
showed this artifact very clearly when they rubbed off 
the charcoal soot from the endocast surface and com-
pared the endocast to the actual brain. Later, Bill Kimbel 
and I  (Holloway & Kimbel 1986) tried to set the matter 
straight by pointing out Falk’s error of orientation and 
the fact that the distance between her purported lunate 

microcephalics with brain sizes that some gorillas might 
deride as diminutive were nevertheless able to talk. That 
meant to me that something in their brains was organized 
differently than in the great apes.) Most biological an-
thropologists ignore organization and cathect on brain 
size, which is a bit unscholarly. Dart, after all, had stud-
ied under Grafton Elliot Smith (see Smith 1904), the ma-
jor claimant and champion of the lunate sulcus, and Dart 
himself wrote his dissertation on the evolution of the 
turtle brain, which of course has no lunate sulcus. This 
history was covered  (Holloway 1985a; see also Hol-
loway 1988a,b; Holloway et al. 2001a,b; 2003; 2004b) 
because Dean Falk had previously restudied the Taung 
endocast and decided that the lunate was represented by 
a small dimple placed well anterior of the lambdoid su-
ture, and even more anteriorly than would be found in 
almost all chimpanzees, gorillas and orangutans all with-
out any measurements based on a comparative sample 
(Falk 1980;1983a,b,c; 1985; 1989). It was, however, 
the question of a possible lunate sulcus in the Hadar AL 
162-28 A. afarensis that received the most unwelcome 

Figure 1   The brain is a composite of size, organization, and hierarchy, which is acted on at the phenotype level by 
natural selection throughout the life of the organism. Mathematical formulations and prediction tests are so far 
applied only to the shaded box containing size and organization. This model conceives of natural selection 
variously acting on three subsets of genetic information (DNA+RNA123), which also interact with each other 
and the developing and differentiating organism in epigenetic fashion. Allometrists and brain mass theorists 
are almost totally working within the framework of the left-hand side of the diagram.
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Table 1   Changes in the reorganization of the hominid brain based on endocasts (After Holloway et al. 2004a)

Table 2   Major cortical regions involved in early hominid evolution (with major emphasis on the evolution of social 
behavior and adapting to expanding environments) (After Holloway et al. 2004a)

Table 3   Major size changes in human brain evolution (After Holloway et al. 2004a) aAllometric means related 
to body size increase or decrease, whereas nonallometric refers to brain size increase without a 
concomitant body-size increase.
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sented then.
Another major brouhaha with Falk and her col-

leagues emerged after White & Falk (1999) asserted 
that the Omo L338y-6 australopithecine from Ethiopia 
had an occipital-marginal sinus drainage pattern that al-
lied the specimen to robust australopithecines. Having 
studied and described the original specimen (Holloway 
1981b), and not a cast of a cast, I was amazed to see 
this publication and hear these claims. I examined my 
original endocast reconstruction and, as I clearly remem-
bered, could find no trace of such a sinus. Tim White 
and his colleagues were kind enough to secure a new 
mold of the posterior section of the newly cleaned Omo 
specimen and serially sectioned it through the purported 
region claimed by White & Falk. There was absolutely 
no sign of a marginal sinus on this specimen (Holloway 
et al. 2002). The presentation of these findings at an 
American Association of Physical Anthropology meet-
ing caused an extremely emotionally charged encounter 
between me and David DeGusta on the one side and Falk 
and White on the other, each armed with their own endo-
cast copies. (Fortunately, at 430 ml, the endocasts could 
not do much damage even if thrown, despite being made 
of plaster.)

One last example might be of interest: in Brain-
dance, (Falk 2004, pp. 165-66) discusses her “radiator 
hypothesis” (Falk 1990) as a proven hypothesis and 
then provides a partial quote from my critique which 
appeared in Brain and Behavioral Sciences (Holloway 
1990a), focusing on my belief that her hypothesis had 
the structure of a simple just-so story and was unduly 
speculative. What Falk then left out were my eight points 
regarding the lack of any empirical demonstration that 
show an increase in blood cooling associated with cra-
nial capacity increase, upon which the fossil evidence is 
simply mute. Nor did she ever bother to respond in any 
detail to Kimbel’s (1984) paper and (1990) critique. My 
paper (Holloway 1980c) on a re-analysis of the Pakken-
berg & Voigt (1964) data on Danish brain weights which 
showed very clearly on p. 113 that body size alone could 
not explain the difference in male/female brain weights, 
a result she also finds in her 2004 edition of Braindance. 
Our work (de Lacoste-Utamsing & Holloway 1982; Hol-
loway 1990b; Holloway et al. 1993) on the corpus cal-
losum was not mentioned in her discussions of sexual 
dimorphism, nor our work on cerebral asymmetries 
(Holloway & de Lacoste-Lareymondie 1982).

On a more positive note, I was honored in 2007 with 
a two-day conference (“The Human Brain Evolving: Pa-
pers in Honor of Ralph L. Holloway”) held on my behalf 
in Bloomington, Indiana, where 20+ colleagues came 
together to give papers on various aspects of brain evo-
lution. This conference was sponsored by the Stone Age 
Institute and Indiana University under the leadership of 
Drs. Nick Toth and Kathy Schick and also organized by 
two former students, Drs. M.S. Yuan and D.C. Broad-
field. I take this as a validation of my research.

sulcus and the occipital pole was only 15 mm, roughly 
half the distance that occurs normally in chimpanzee 
brains of roughly the same volume, i.e., 385-400 ml. 
Measuring the distance between the occipital pole (the 
most posterior point on the occipital lobe) and the lunate 
sulcus on ~80 chimpanzee hemispheres, suggested that 
the Hadar A. afarensis AL 162-28 specimen was almost 
3 standard deviations outside of the mean chimp value, 
which varied between 25 and 30+ mm. (Holloway et al. 
2001a,b, 2003, 2004b).

This brouhaha was part of a larger theoretical issue, 
i.e., whether an increase in brain size must necessarily 
precede any organizational shift in brain components, or 
a reduced primary visual cortex relative to the size of the 
brain. Jerison (1990), Falk (1983b),  and Armstrong et al. 
(1991) appeared to take the position that the brain did not 
reorganize until there was an increase in brain size, and 
I was taking the position, as had Dart before me, that re-
organization took place prior to the increase in brain vol-
ume.  I believed then and remain convinced today that 
the earliest hominids, i.e., Australopithecus africanus , 
A. afarensis and A. garhi, had brains definitely different 
than any ape’s, despite their small size, and that natural 
selection had worked on more complex social behav-
iors (Holloway 1967, 1975b), as would be expected if 
the relative reduction in the primary visual cortex (PVC) 
signaled a relative increase in parietal association cortex.  

Hopefully, the newer A. africanus brain endocast of 
Stw505 (from Sterkfontein, South Africa), with its clear-
cut posterior location of a lunate sulcus (Holloway et al. 
2004b) will convince most skeptics that, indeed, the aus-
tralopithecine hominids had reorganized brains despite 
their overlapping in size with ape brains. Whether bio-
logical anthropology textbooks will recognize this possi-
bility is another matter. As near as I can determine, many 
of the textbooks in biological anthropology only discuss 
brain volume in hominids (Sanford et al. 2008 being an 
exception). 

In 1990, I had the honor of being a participant 
in the Fifth Interdisciplinary Fyssen Symposium, in 
which I presented a paper “Toward a synthetic theory 
of human brain evolution”, eventually published in 1995 
(Changeux and Chavaillon, 1995). This was the first time 
I tried to present a framework where brain size increases 
were interspersed with reorganizational changes. The 
point here was to suggest that different selection pres-
sures occurred at different times regarding both size and 
organization. Falk, in her usual sarcastic manner char-
acterized the paper as the same old stuff (Falk, 1997) 
even though this was truly a newer synthesis. If she has 
disagreed with my premises and outlines, I would have 
been pleased and would have regarded such as a positive 
step in our skirmishes, but instead it was just an opportu-
nity to denigrate and ignore my ideas without ever pro-
viding counter-evidence, or discussing what was wrong 
with the data presented.

Tables 1, 2, and 3 (updated from Holloway et al. 
2004a) present my recent synopsis of the evidence I pre-
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A Brief Aside on What Constitutes  
Evidence for Hominid Brain Evolution
This little battle, however, brings forth an interest-

ing question about how valuable paleoneurology and 
comparative neuroanatomy are in discussing hominid 
evolution. As I have tried to point out in several places 
(e.g., Holloway et al. 2004a), the only direct evidence 
for hominid brain evolution is paleoneurology, the study 
of endocasts, despite the paucity of that information. 
Perhaps, in the future, molecular neurogenetics might 
be able to provide more details regarding what elements 
of the brain (neurotransmitters to gross neuroanatomy, 
i.e., gyri, sulci, fiber tracts, overall size; see, for example, 
Sherwood et al. 2003 regarding Broca’s homologue in 
chimpanzees) have changed during hominid evolution. 
At the moment, however, such data are not available, 
and comparative neuroanatomy remains the study of 
extant (not extinct) animal brains, each of which have 
undergone their own separate evolutionary path devel-
opment to their present condition, whatever that may be. 

Give these questions some serious thought: Is to-
day’s chimpanzee brain (against which we do so many 
comparisons, whether in terms of size or structure) the 
same as that of the last common ancestor of hominids 
and chimps? Has the chimpanzee brain evolved during 
the past 5-7 million years? If so, are our comparisons 
with the present day chimpanzee on target? Should the 
same questions be asked of other areas of comparative 
primate comparisons, e.g., dentition, locomotion, behav-
ior? The incomplete brain endocast of Proconsul africa-
nus, of roughly 12 mya, appears to show an anthropoid 
pattern of having the lunate sulcus in an anterior position 
(which all extant anthropoids share) (Radinsky 1974, 
1975, 1979). So perhaps with this characteristic, the 
derived condition (lunate sulcus in a posterior position, 
indeed an autapomorphy) for Homo is a reasonable con-
clusion that can be translated into functional (i.e., behav-
ioral) terms, such as what we know about the role of pos-
terior parietal association cortex in perception of objects, 
their position, recognition of faces, social behavior, and 
aspects of language reception. Herein lies the great value 
of comparative neuroanatomy: It is the essential link be-
tween neurobiological and behavioral variation writ both 
large and small. Still, where are the studies that link what 
we know of species-specific behavioral patterns and neu-
roanatomy in the primates? Where is the research that 
explains, neurologically, the behavioral differences be-
tween chimpanzee, gorilla, and orangutan. Even trying 
to describe the behavioral differences between Pan trog-
lodytes and Homo sapiens is difficult, despite clear-cut 
differences in brain anatomy that have been described. I 
ask these questions not to detract from comparative stud-
ies, but simply in the hope of sharpening our analytic 
abilities and to caution against the wholesale use of ex-
tant species’ morphology in trying to understand human 
brain evolution. So much of the primate behavior I have 
read and the speculation that follows regarding hominid 

Figure 2   Figure 2 shows several different scenarios 
where it is possible to reorganize the brain 
without any apparent increase in size, from 
T1 (time 1) to T2 (some time after an arbitrary 
interval of evolution). The horizontal dashed 
lines represent the central sulcus and lunate 
sulcus, respectively, with the frontal lobe 
facing upward. The vertical line divides the two 
cerebral hemispheres. Thus in part (a), Time 1 
to Time 2 involves an increase in size without 
changing any parts of the brain. In part (b), the 
lunate sulcus moves posteriorly, but brain size 
remains constant from T1 to T2. In part (c), 
different fiber tracts mature at different times 
and differentially increase or decrease. In part 
(d), the two hemispheres are asymmetric (left-
occipital and right-frontal width petalias), but 
overall brain size remains constant. In part 
(e), brain size is constant, but neuroreceptors 
are differently distributed between T1 and 
T2 (Praire and mountain voles, and oxytocin 
receptors come to mind.).Needless to say, 
some of these scenarios cannot be detected 
on endocasts (parts c and e, and sometimes 
b). These are a few alternative ways to 
reorganize a brain without increasing its size.
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paleoneurologists (actually, so are Emiliano Bruner and 
Dominique Grimaud-Herve, and Anne Weaver) to have 
worked on these endocasts. Promises made by Mike 
Morwood to receive the CT scan data so that I could 
make an independent study of the endocast have never 
materialized, and I strongly argue that independent study 
is sorely needed. But this tango is a common occurrence 
in paleoanthropology, where access to fossil specimens 
tends to be rigorously guarded (e.g., Atapuerca, Dma-
nisi, etc.)

Brain Variation and Tottering  
on the Edge of Political Incorrectness
The 1980s became a period of intensive data col-

lecting. One of the first steps was requesting from Pak-
kenberg in Denmark the data from their study of Dan-
ish autopsies (Pakkenberg & Voigt 1964). These authors 
kindly sent me the data which I reanalyzed in 1980 
(Holloway 1980c) because I was interested in exploring 
ranges of variation within a species of derived neuronal 
statistics such as extra numbers of neurons, EQs (en-
cephalization quotients), and relative brain size. I was 
intrigued by techniques such as partial correlations, and 
was getting interested in possible sex differences in loss 
of brain weight with age and EQs, and indeed was able to 
show that the difference between male and female brain 
weights could not be fully explained by differences in 
body size. I was surprised to find that in males, the brain 
correlated significantly with stature, but the same effect 
did not hold for females. 

At this time I had a brilliant graduate student, Chris-
tine de Lacoste-Lareymondie who was doing her disser-
tation on the distribution of fibers in the human corpus 
callosum. I remember approving and encouraging this 
project but insisted that she had to find out as much as 
possible about the variation of the corpus callosum, in-
cluding variation by sex. From a small sample she had 
collected, Kitty discovered that females appeared to 
have larger corpus callosa relative to brain size than 
did males and that the splenium in particular seemed 
more bulbous in females than in males. We thought this 
was a very intriguing find and sent a manuscript to Sci-
ence. Science then asked for the data because, indeed, 
our sample was very small. They accepted the paper (de 
Lacoste-Utamsing & Holloway 1982), and this created 
a minor cottage industry for the next couple of decades 
as to whether or not the corpus callosum was indeed 
relatively larger in females. Many people argued that it 
was equal, but seldom used our methods or seemed to 
understand we were talking about a relative size (Hol-
loway et al. 1993). Blistering commentary depicting us 
as sexist and worse came [e.g., Fausto-Sterling’s (1985) 
“Myths of Gender”; Bishop and Wahlsten (1997)]. We 
also were unaware that Bean (1906) had earlier made a 
similar finding, and his being a well-known racist pro-
vided these authors with the necessary guilt by associa-
tion, which social scientists so savor. Finally, thanks to 
the sophisticated analytic paper by Richard Smith (2005) 

evolution seem to be based on the premise that the chim-
panzee has had no further evolution since our split with 
Pan-like hominoids roughly 7 MYA.

Enter the “Hobbit”, Homo floresiensis:  
an ongoing tango

In the above context, a parallel problem exists with 
respect to comparing modern-day human pathology with 
ancient hominid discoveries. The recent controversy 
over the “hobbit” Homo floresiensis, whether or not it is 
a true new species of hominid (see Brown et al. 2004 for 
original claim and description) or a case of pathology, 
has not been settled (e.g, Henneberg & Thorne, 2004; 
Hershkovitz et al. 2007; see also Richards 2006). I have 
spent more than two years studying the endocast of this 
creature and am still sitting on the fence as to whether 
or not it is a case of microcephaly or some other pathol-
ogy, or a new species (Holloway et al. 2006). As cogent 
as the arguments of Jacob et al. (2006) and Martin et al. 
(2006a,b) might appear, I agree with the depictions in 
Falk et al. (2005) of the virtual endocast compared to 
modern Homo sapiens, Homo erectus, chimpanzee, and 
microcephalic H. sapiens [an unfortunate choice of one 
extremely small microcephalic (278 ml)], and the obser-
vation that there are no microcephalic brains yet pub-
lished that show the suite of features found on the “hob-
bit” endocast,  although the example by Martin’s et al. 
(2006b) of the Indian microcephalic comes very close. 
What I see are : (a) extreme platycephaly, (b) extremely 
thin and protuberant gyri recti of the prefrontal lobe, (c) 
appearance of a smallish prefrontal lobe and temporal 
lobes as seen on the undistorted left side, (d) unusually 
spread cerebellar lobes, and  (e) a peculiar triangular-
shaped occipital sinus. These observations leave me 
sitting on the proverbial fence regarding a new species 
or pathology argument. The point here is that modern 
pathology (e.g., primary microcephaly) may not match 
what appears to be a possible pathology 13-18 thousand 
years ago. The full spectrum of microcephaly and other 
pathological conditions affecting the brain has not been 
available to study or illustrated in recent articles. My 
consultations with several pediatric neurologists suggest 
that they see it (the “hobbit”) as pathological, but it does 
not match what they’ve seen in cases of true primary mi-
crocephaly. The original “virtual endocast” published by 
Falk et al. (2005) shows that they selected the damaged 
and inferiorly deflected right temporal lobe as a model 
for their “virtual endocast” when it is the left temporal 
lobe that was intact, and which, incidentally, appears 
rather small in comparison to the total size of the endo-
cast. Their 417 ml volume is more likely to be 400 ml. 
In any event, this tango will not end until more of these 
creatures are discovered and described.

Having been kindly provided with an endocast 
made from the stereolith of the LB1 cranium by Peter 
Brown, I have never once been asked to referee any pa-
pers on the LB1 endocast. At the time of these writings 
Dean Falk and I are among a small number of practicing 
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my knowledge, none exists. 
  Simply put, this research area remains an intensely 

political and near-suicidal enterprise. (Indeed, one col-
league suggested I should incinerate the data; another 
suggested this kind of study had led to his relatives 
perishing in the Nazi concentration camps.) The con-
tinuing gap in African American and European-descent 
test scores on various cognitive tests (particularly IQ) 
throughout the US and the world (Lynn & Vanhanen 
2006) is a source of tremendous concern and acrimoni-
ous debate. Indeed, Jon Marks claimed he “outed” me 
as a “racist” (Marks 2000; see Holloway 2000 for reply) 
in his biological section of the American Anthropologist 
Newsletter, because I had the temerity to defend Arthur 
Jensen against Loring Brace’s assertion that Jensen was 
a bigot. I had read a lot of this literature (e.g., Jensen 
1998) including Jensen’s infamous 1969 piece in the 
Harvard Law Review, and did not find him a racist. I 
remain appalled at our discipline which regards him as 
such and which invented the appellation “Jensenism” 
to tar and feather him. I remain interested in the pos-
sibility that different populations have variation both in 
their brains and behavior, but the issue is so politically 
incorrect that one cannot even approach such a study 
with anything but trepidation. (For example, the Annual 
Review article by Freedman & DeBoer, 1979, was de-
clared by socio-cultural students at Columbia as racist, 
and therefore not to be read!) If one disbelieves there are 
populational differences in the weight and/or structure of 
the brain, they should examine the papers by Klekamp 
and his colleagues, particularly regarding the finding 
that the primary visual striate cortex of Australian ab-
origines is significantly larger than in brains from people 
of European descent (Klekamp et al. 1994). This paper 
is, to my knowledge, the only paper published since the 
1930’s demonstrating a real difference in brain morphol-
ogy between modern populations (the last compilation 
of some of these earlier studies on brain morphology dif-
ferences between different populations can be found in 
C.J. Connolly’s 1950 book, External Morphology of the 
Primate Brain, which is a sort of bible for most people 
working in paleoneurology. See also Kochetkova 1978.) 
Of course, there is Gould’s Mismeasure of Man, another 
bible of sorts, but which should be read along with Mi-
chael’s (1988) Current Anthropology paper which found 
that Morton’s rankings were correct and which Gould 
ignored in his later editions of the same book. There is 
certainly no evidence that Paul Broca used his elbow on 
the scales when measuring brains of peoples of Euro-
pean descent!

Additional autopsy data sets await my attention, in-
cluding some 5,000 cases from Hong Kong collected by 
my colleague Philip Beh, and ~7,500 cases from Singa-
pore, the latter of multiple ethnicities. I hope to get to 
these data sets when I retire.

in Current Anthropology, a case to legitimate ratio data 
was proven. In those days, sex differences in the brain 
were really politically incorrect, particularly as a vast 
sea of feminist literature was being produced. Today, sex 
differences in the human brain are commonly accepted 
(e.g., Gur et al. 2002; Kimura 2003; Haier et al. 2005; 
Narr et al. 2007). These experiences were not pleas-
ant, however, and I found myself sort of a pariah in one 
realm and a hero in another, and it had a lasting effect 
on my quest for truth, replication, and letting data trump 
emotional biases. I am afraid the same principles apply 
to possible ethnic (“racial”) differences in the brain, be-
cause without knowing how the brain varies in the hu-
man species, it is impossible to understand fully how 
this organ evolved. Furthermore, given the sensitivity 
of the brain to environmental insult from conception on, 
sound knowledge of such variation, whether in overall 
size, maturation schedules, neuroreceptor sites, etc., is 
required to determine the most efficient therapeutic mea-
sures to take to ensure proper nutrition and other nurtur-
ance for the developing brain. A full understanding of 
the respective roles and interplay of nature and nurture 
particularly with respect to worldwide distributions on 
intelligence tests scores is impossible without knowl-
edge of how the human brain varies and why it does so. 
It would be nice if human variation could be celebrated 
as our most precious evolutionary heritage and hope in-
stead of prohibiting the study of our variation.

In the late 1970s and early 1980s I collected autopsy 
data from the Pathology department at Columbia’s Col-
lege of Physicians and Surgeons (now CUMS). I was 
interested in age, sex, and ethnic effects on brain size 
changes through time as might be found in cross-sec-
tional data. Roughly 2000 cases were collected, without 
personal identifications, and all cases of brain pathology 
were culled out of the data set. The results, unpublished, 
were roughly the same as found in Ho et al. (1980, 1981) 
work on a sample from Milwaukee, which indicated that 
African American brains were statistically significantly 
lower in weight than were European American brains, 
that is, of course referring to the mean values. Ho et al. 
(1980) concluded that cultural effects were the reason 
behind the difference. Interestingly, Lieberman (2005) in 
his review of Rushton’s (2000, 2002) claims regarding 
ethnic (racial) differences in brain sizes and behaviors 
ignored this work by Ho et al. Needless to say, Tobias’s 
oft-cited paper on brain weight collecting methods (To-
bias 1970) was cited to claim that autopsy data on brain 
weights are useless. Unfortunately, however problematic 
such data are, one tends to forget that autopsies are not 
done discriminately. Once the body is on the morgue 
slab, the autopsy is conducted in exactly the same fash-
ion irrespective of the cadaver’s race, and thus compari-
sons of such data collected by the same pathologist or 
medical examiner are surely valid, depending on which 
variables are being compared. Comparing data collected 
by different examiners may of course be difficult, and 
perhaps statistical meta-analyses would be in order. To 
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CHAPTER 2 
 
THE MATERnAl EnERgy HyPoTHEsis 
of BRAin EvoluTion: An uPdATE

RoBERT d. MARTin And KARin islER

ABsTRACT

Bivariate scaling analyses can reveal interesting 
correlations between individual biological variables, but 
inference of actual causal links in complex networks re-
quires multiple tests to satisfy the criterion of isolation. 
Mammalian brain tissue has high energy demands, so 
energy supply is inevitably a key issue in evolution of 
the primate brain, especially for large-brained hominids. 
Various hypotheses have proposed a direct link between 
brain size and metabolic turnover in adults, but the au-
thor’s Maternal Energy Hypothesis (MEH) instead fo-
cuses on energy supplied by the mother during brain de-
velopment up to weaning. This hypothesis is supported 
by various empirical findings, but it has also been chal-
lenged, particularly on the basis that these findings do 
not survive tests conducted to eliminate effects of phylo-
genetic inertia. New comparative analyses of brain size 
in mammals with improved datasets have, however, con-
firmed links to both basal metabolic rate and gestation 
period, complying with core predictions of MEH. The 
evidence now available in support of MEH is reviewed 
and some implications for brain evolution are explored. 
A widely recognized general trend towards increase in 
average relative brain size during mammalian evolution 
has recently been challenged by a study of brain size in 
bats that inferred, exclusively through analysis of data 
from extant species, that brain size has actually under-
gone reduction in numerous lineages. It is shown that the 
statistical test used to test for directionality of evolution 
was inappropriate. A review of fossil evidence for brain 
evolution in primates, cetaceans and carnivores confirms 
the generally accepted trend towards increased average 
brain size through the Tertiary. Progressive increase in 

mammalian relative brain size over time is at least par-
tially attributable to increases in the level and efficiency 
of maternal investment. Energetic aspects, including 
those invoked in the MEH, are of special importance for 
outstandingly large-brained mammals such as hominids.

inTRoduCTion

Analysis of non-linear scaling relationships be-
tween individual variables and body size (allometric 
analysis) is now a standard tool in biology. The basic ap-
proach is bivariate analysis in which the X-axis is usually 
some measure of body size (e.g. body mass) and the Y-
variable is a parameter of interest (e.g. brain mass). The 
standard allometric scaling formula is a power function 
Y = kX a, in which a is the scaling exponent and k is the 
scaling coefficient. Scaling relationships can be exam-
ined both within species (growth allometry; intraspecific 
scaling among adults) and between species (interspe-
cific allometry). In the following text, attention will be 
directed exclusively at interspecific allometric relation-
ships in which paired X and Y values represent means 
for individual species. A classic example of such an al-
lometric relationship is provided by the scaling of basal 
metabolic rate (BMR) to body mass across placental 
mammal species, for which an empirically determined 
scaling exponent value of 0.75 is now widely (although 
not universally) accepted. Logarithmic conversion of the 
two variables transforms the scaling formula into a linear 
relationship with the equation log Y = a * log X + log k, 
such that the values of a and k can be determined by fit-
ting a best-fit line. Basic concepts, methods and issues 
in allometric analysis have been extensively reviewed 
elsewhere (e.g. Gould, 1966, 1975; Harvey and Mace, 
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1982; Schmidt-Nielsen, 1984; Martin, 1989; Martin and 
Barbour, 1989; Reiss, 1989; Harvey and Pagel, 1991; 
Martin et al., 2005; Bonner, 2006).

Despite the relative simplicity of the standard bivar-
iate approach to allometric scaling, it has been progres-
sively recognized that allometric analysis is beset with 
complex problems. Three such problems involve statis-
tical issues. The first of these, choice of an appropriate 
best-fit line, has long been recognized and is covered by 
an extensive literature. The least-squares regression is 
most widely used to determine a best-fit line in allome-
tric analysis, but it entails two basic assumptions that are 
unlikely to be met with interspecific datasets: (1) The X-
variable is measured without error; (2) The Y-variable is 
clearly dependent on the X-variable. For this reason, var-
ious authors have preferred to use alternative approaches 
that avoid these assumptions, such as the major axis or 
reduced major axis. However, the basic model underly-
ing all of these parametric line-fitting techniques (least-
squares regression, reduced major axis and major axis) 
is the bivariate normal distribution, yet interspecific da-
tasets commonly do not conform to such a distribution. 
For this reason, a non-parametric, iterative method was 
developed as an alternative for fitting a line to bivariate 
data in allometric analyses (Isler et al., 2002).

A second widespread problem that has regrettably 
received far less attention is the potential existence of 
structural heterogeneity in datasets. Quite often, indi-
vidual subsets in a sample of species show different scal-
ing relationships, commonly showing similar values for 
the allometric exponent (a) but dissimilar values for the 
allometric coefficient (k). Separate scaling relationships 
for such subsets can be referred to as grades, and vertical 
separation of best-fit lines for those subsets in a bivariate 
plot can be said to involve grade distinctions or shifts. 
An illustrative example is provided by scaling of BMR 
in marsupials and placentals. The best-fit line for marsu-
pials has essentially the same slope as that for placentals 
(a ≈ 0.75 in both cases), but the value of the allometric 
coefficient is lower. In other words, marsupials generally 
tend to have a lower BMR value at any given body mass 
than placentals. On average, for any given body mass 
the basal energy consumption of a marsupial will be 
about 30-35% less than that of a placental (MacMillen 
and Nelson, 1969; Dawson and Hulbert, 1970; Martin, 
1990). Numerous examples of such grade distinctions 
are known, but there is no widely recognized method 
for their objective detection in any given dataset. As a 
rule, grade distinctions are identified in practice because 
the investigator decides to conduct separate analyses for 
selected subsets of data (e.g. for taxonomic groups sus-
pected on a priori grounds to be potentially divergent 
with respect to the variable investigated). In primates, 
for instance, it is well known that there are several fun-
damental differences between strepsirrhines (lemurs and 
lorisiforms) and haplorhines (tarsiers and higher pri-
mates). It is therefore advisable to check for grade dis-
tinctions between these two groups in any analysis of 

allometric scaling in primates.
In fact, the non-parametric line-fitting method re-

ported by Isler et al. (2002) has an incidental benefit in 
providing a direct indication of the existence of clear-
cut grades in a given dataset (Martin et al., 2005). This 
property was explored with respect to distinct grade dis-
tinctions in the scaling of gestation period in placental 
mammals and of neonatal body mass in primates. With 
the former, placental mammals with well-developed pre-
cocial offspring generally have distinctly longer gesta-
tion periods relative to adult body mass than those with 
poorly developed altricial offspring. With the latter, 
among primates, individual neonatal body mass rela-
tive to maternal mass is distinctly greater in haplorhines 
than in strepsirrhines. However, the signal yielded by the 
non-parametric line-fitting method is weak even in cases 
where such clearly marked grades are present, under-
lining the difficulty facing objective detection of grade 
distinctions within a dataset. Failure to recognize the ex-
istence of grades within a datatset can lead to erroneous 
interpretations, as a single best-fit line determined for an 
entire dataset will usually indicate substantially differ-
ent values for a and k compared to those inferred for 
the individual grades. In the case of gestation periods in 
placental mammals, for example, the empirical value for 
a indicated by a line fitted to the entire sample is ≈0.25, 
whereas separate best-fit lines for altricial and precocial 
mammals yield an a value of ≈0.15. It is reasonable to 
regard the latter as biologically meaningful and the for-
mer as an artefact arising from grade confusion.

A third, relatively recently recognized statistical 
problem involved in interspecific allometric studies is 
a potential biasing influence exerted by phylogenetic 
relatedness. As noted in a seminal paper by Felsenstein 
(1985), data points for individual species may not be 
statistically independent because of their differential 
degrees of relatedness within the phylogenetic tree. In 
principle, phylogenetic inertia might distort empirically 
determined scaling relationships. A possible remedy for 
this potential problem is calculation and analysis of dif-
ferences (“independent contrasts”) between values for 
sister taxa in the phylogenetic tree (Harvey and Pagel, 
1991; Purvis and Rambaut, 1995). This method is now 
widely used, but it has a number of drawbacks (Mar-
tin et al., 2005). In particular, the method of calculation 
leads to marked exaggeration of effects of error terms 
in the data (Ricklefs and Starck, 1996). Ironically, be-
cause closely related species tend to have very similar 
body mass and hence similar values for any correlated 
variables, a comprehensive sample with many sister 
taxa will generate contrast values in which error terms 
are particularly prevalent. As there is no means of distin-
guishing between measurement error and “error” due to 
adaptive biological deviation from an idealized scaling 
relationship, the implications for analyses conducted us-
ing independent contrasts are difficult to decipher. How-
ever, one practical conclusion that can be drawn is that 
adequate monitoring of data quality to reduce observa-
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tional errors to a minimum is absolutely crucial for any 
analysis using independent contrasts.

Quite apart from these three largely statistical prob-
lems, particular caution is required in any attempt to 
infer causality from any correlations that emerge from 
scaling analyses. It cannot be emphasized enough that 
correlation should not be simply equated with causal-
ity. Moreover, the value of the correlation coefficient (r) 
for a bivariate relationship is not a reliable guide to the 
likelihood of a direct causal link between the variables 
concerned. In any biological context, one very good rea-
son for this is that networks of variables are commonly 
involved, such that analysis of just two variables in iso-
lation may well yield a statistically strong correlation in 
the absence of any underlying causal link. An exquisite 
example of invalid extension from correlation to causal-
ity is provided by a report that the frequency of citation 
of authors declines across the alphabetical sequence of 
surnames (Tregenza, 1997). The title of that report (“Dar-
win a better name than Wallace?”) playfully reflected the 
inference that the observed significant negative correla-
tion reflected some causal connection. However, it was 
subsequently pointed out that the frequency of surnames 
beginning with any given letter also declines across the 
alphabetical sequence. Once this confounding factor is 
taken into account, the apparent correlation between 
the alphabetical sequence of surnames and citation fre-
quency becomes non-significant (Shevlin and Davies, 
1997). The authors of that rectification emphasized the 
importance of compliance with the criterion of isolation 
(i.e. excluding all potential confounding variables) when 
attempting to proceed from observed correlation to infer-
ence of a likely causal relationship. One useful approach 
in tackling networks of biological variables is analysis 
using partial correlations, which can theoretically per-
mit identification of a persistent correlation between any 
two variables after excluding the effects of all others. 
However, the success of such an approach depends upon 
reliable identification of all variables that should be con-
sidered in the analysis.

THE MATERnAl EnERgy HyPoTHEsis

Formulation of the Maternal Energy Hypothesis 
(MEH) with respect to the relationship between brain 
size and body size in placental mammals (Martin, 1981, 
1983) was initially prompted by two complementary sets 
of findings: (1) The scaling relationship between brain 
and body size in placental mammals is comparable to 
that for basal metabolic rate (BMR). (2) There are con-
vincing indications of a link between brain size and 
gestation. Hofman (1983a) reached similar conclusions 
from these same lines of evidence. The brain is unusual 
compared to most other bodily organs in that most of 
its growth is achieved relatively early in ontogeny. In 
all mammals, a large part of brain development is com-
pleted by weaning, so it is clearly heavily dependent 
on resources provided by the mother. Accordingly, the 

MEH postulates that the size of the brain in an adult may 
be linked not to that individual’s own BMR but to that of 
its mother (Figure 1).

It was long held that the empirical exponent value 
for the scaling relationship between brain size and body 
size is ≈0.67 (von Bonin, 1937; Jerison, 1973; Gould, 
1975). An exponent value of 2/3 was interpreted as indi-
cating some kind of connection between brain size and 
body surfaces, fitting the interpretation that brain size is 
linked to information flow to and from surface effectors 
and/or receptors. Interestingly, it had also been argued in 
earlier studies that the exponent value for scaling of basal 
metabolic rate to body size is ≈0.67 (Rubner, 1883). This 
was similarly interpreted as reflecting a relationship to 
body surface area. However, analysis of larger, improved 
datasets revealed that the value of the scaling exponent 
for BMR is actually ≈0.75, although small-bodied mam-
mals are a special case  (Brody and Procter, 1932; Brody, 
1945; Kleiber, 1932, 1947, 1961; Hemmingsen, 1960; 
Schmidt-Nielsen, 1984; McNab, 1986, 1988). In compa-
rable fashion, analysis of expanded datasets for placental 
mammal species eventually revealed that the exponent 
for brain:body size scaling actually has an empirical 
value of ≈0.75, similar to that for basal metabolic rate 
(Bauchot, 1978). For instance, Martin (1981) reported 
the following scaling formula derived by fitting a major 
axis to data for 309 placental mammal species: 

log10 E = 0.76 * log10 P + 1.77 (r = 0.96) 
(where E = brain mass in mg and P = body mass in g)

Broadly similar findings were reported from a series 
of other studies (e.g. Eisenberg, 1981; Armstrong, 1982, 
1983, 1985, 1990; Hofman, 1982, 1983a,b). The sample 
analysed by Martin (1981) was subsequently expanded 
to 477 species, yielding a closely similar result (Martin, 
1998):

log10 E = 0.77 * log10 P + 1.66 (r = 0.98) 
(where E = brain mass in mg and P = body mass in g)

For comparability with other studies, this formula 
can be converted into the following form using natural 
logarithms and g instead of mg for brain mass:

loge EM  =  0.77 * loge P  – 3.08 
(where E = brain mass in g and P = body mass in g)

Most recently, a greatly enlarged dataset including 
1129 placental mammal species from all 18 extant orders 
(Isler and van Schaik, in review) has almost tripled the 
available sample size. Analysis of this expanded dataset, 
taking the reduced major axis as a best-fit line (Figure 
2), yields a result very close to those reported by Martin 
(1981, 1998):

loge E = 0.77 * loge P  – 3.03 (r = 0.98) 
(where E = brain mass in g and P = body mass in g)

It is hence established beyond reasonable doubt that 
the empirical value of the scaling exponent for the rela-
tionship between brain mass and body mass across pla-
cental mammals, taking raw data for individual species, 
exceeds 0.67 and is ≈0.75. However, it could be argued 
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that this result is biased by over-representation of par-
ticular orders of mammals. Bats (n = 315) and rodents (n 
= 340) together make up over half of the sample of 1129 
placental mammal species, while at the other extreme 8 
orders are represented by only 1-4 species (Dermoptera, 
Hyracoidea, Macroscelidea, Pholidota, Proboscidea, 
Scandentia, Sirenia, Tubulidentata). One simple prag-
matic approach to offset this problem is to take over-
all average logarithmic values for brain and body mass 
for individual orders of mammals. This approach in fact 
yields a very similar result, with a slight reduction in 
the value of the allometric exponent value to 0.75 and a 
small improvement in the correlation coefficient (Figure 
3):

loge E = 0.75 * loge P –3.08 (r = 0.99) 
(where E = brain mass in g and P = body mass in g)

In a more systematic approach designed to coun-
teract the potential problem posed by species-rich taxa, 
Martin and Harvey (1985) presented logarithmic aver-
ages for brain and body weights calculated through suc-
cessively higher taxonomic levels, ranging from genera 
up to orders. They obtained a scaling exponent value of 

0.72 (95% confidence limits: 0.68-0.77). A scaling expo-
nent value of ≈0.75 is therefore not attributable to a bias 
arising from the influence of species-rich orders. 

Similarity in the empirically determined exponent 
values for scaling of BMR and adult brain size across 
placental mammals indicates a broadly isometric rela-
tionship between these two variables, i.e. simple pro-
portionality regardless of body size (Mink et al. 1981; 
Hofman, 1983b; Martin, 1998; Fig. 4). Of course, such 
similarity in scaling could be merely coincidental. More-
over, it is well known that the exponent value for scaling 
of brain mass to body mass in mammals changes with 
taxonomic level of analysis (Martin and Harvey, 1985), 
and it is difficult to decide on the appropriate value for 
comparisons (Martin, 1990). Demonstration of a causal 
relationship requires extensive additional testing to en-
sure compliance with the criterion of isolation. More-
over, even if the existence of a connection between adult 
brain size and BMR is convincingly established, dif-
ferent interpretations are possible. One immediate pos-
sibility is that there is some direct connection between 
adult brain size and BMR. In this vein, Armstrong (1982, 
1983) suggested that the size of the brain may be con-

Figure 1 Schematic illustration of the Maternal Energy Hypothesis (MEH). Maternal resources provide for brain 
development prenatally via the placenta throughout gestation and postnatally through lactation up until the 
time of weaning. The eventual size of the adult brain is then determined by limited post-weaning growth. 
Correlations between brain size in an adult individual and other variables such as basal metabolic rate may 
hence be indirect, reflecting the body size of the mother rather than the body size of the adult itself. In addition 
to the mother’s metabolic capacity, the eventual size of the adult brain can be influenced by variables such as 
gestation period and the duration of lactation.
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strained by the size of systems delivering oxygen and 
glucose and the rate of oxygen turnover, while Hofman 
(1983b) noted the need for compatibility between the 
energy demands of the brain and production and trans-
port of oxygen by the body as a whole. In support of 
her interpretation, Armstrong explicitly cited the broadly 
isometric relationship between adult brain size and BMR 
shown in Figure 4.

However, postulation of a direct link between brain 
size and BMR in the adult conflicts with a number of 
other findings. First of all, for mammals generally the 
range of variation in relative brain size greatly exceeds 
the range of variation in BMR relative to body size (Mar-
tin, 1998). Overall, brain size shows a 25-fold range of 
variation relative to body size, whereas relative varia-
tion in BMR shows only a 4-fold range. There is hence 
considerable variation in adult brain size that cannot be 
explained by a direct relationship with BMR. There is 
also conflict with an observed grade shift towards higher 
values in the distribution of relative brain sizes among 
primates compared to other placental mammals. This 
grade distinction is not matched by a corresponding shift 
in the distribution of BMR values relative to body size 

(Mink et al., 1981; Leonard and Robertson, 1992; Leon-
ard et al., 2003, 2007; Martin, 1998). Hence, the larger 
average brain mass of primates (Martin and Harvey, 
1985; confirmed here in Fig. 3) is not explicable on the 
basis of a higher average BMR level. Armstrong (1982) 
in fact acknowledged that primates have larger brains 
than expected from their BMR values in comparison to 
other mammals, and a clear grade shift towards larger 
brains in primates is seen in a plot of residual values for 
adult brain mass against residual values for BMR, both 
determined relative to body mass (Armstrong, 1983). 
Armstrong proposed that primates allocate a larger pro-
portion of available energy to the brain, but did not ex-
plain how primates can seemingly escape a constraint 
that supposedly limits brain size in other mammals. This 
same point applies even more emphatically to the human 
brain. Humans have an exceptionally large brain (the 
largest relative to body size recorded among placental 
mammals), yet the human BMR value relative to body 
size is quite close to the average condition for placental 
mammals generally. Finally, the absence of a direct con-
nection between adult brain size and BMR is also in-
dicated by data for marsupials. As already noted, BMR 

Figure 2 Scaling of brain mass (g) to body mass (g) for 1129 placental mammal species including representatives from 
all 18 extant orders. The scaling formula indicated by the best-fit line (reduced major axis) is: loge E = 0.77 . 
loge P –3.03 (r = 0.98). For comparison, data for 31 marsupial species (not included in calculation of the best-
fit line) have been superimposed on the graph. (Dataset for placental mammals compiled by Karin Isler and 
Carel van Schaik; dataset for marsupials from Haight and Nelson, 1987.)
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relative to body mass in marsupials is approximately 
30-35% below the average condition for placental mam-
mals. Other things being equal, therefore, the existence 
of a direct link between adult brain size and BMR would 
surely predict distinctly smaller average relative brain 
size in marsupials than in placentals. However, there is 
complete overlap between individual values for marsu-
pials and placentals in a plot of brain mass against body 
mass (Fig. 2), and the average condition for marsupials 
lies almost directly on the best-fit line determined for 
ordinal average values of placental mammals (Fig. 3). 
There is nonetheless an intriguing differentiation among 
marsupials in that small-bodied species tend to have rela-
tively large brains compared to the average condition for 
placentals, whereas large-bodied species tend to lie be-
low the best-fit line for placental mammals (Fig. 2). This 
may indicate that, compared to placentals, marsupials 
experience increasing constraints on brain development 
with increasing body size. Overall, however, it cannot be 

argued that the lower average BMR level in marsupials 
is associated with uniformly smaller brain size than in 
placentals. Indeed, small-bodied marsupials have quite 
large brains compared to placentals of comparable body 
size. Clearly, marsupials must have adaptations that per-
mit them to develop quite large brains despite their gen-
erally lower BMR level.

An alternative approach that might potentially avoid 
the problems posed by inference of a direct link between 
adult brain size and BMR is the notion that there is a 
trade-off between the size of the brain and the size of 
other organs with high energy demands in the adult 
body. A prominent example of this is the Expensive Tis-
sue Hypothesis (ETH) proposed by Aiello and Wheeler 
(1995; see also Aiello et al. 2001), which specifically in-
vokes a trade-off in the adult individual between brain 
size and gut size. In principle, such a trade-off could 
explain why some species can have larger brains than 
others with equivalent energy resources in the adult con-

Figure 3 Scaling of brain mass (g) to body mass (g) for placental mammals using the dataset shown in Fig. 2 but taking 
mean values for 20 ordinal groupings. Key: A = Afrosoricida; Ar = Artiodactyla (part of Certartiodactyla); C 
= Chiroptera; Ca = Carnivora; Ce = Cetacea (part of Certartiodactyla); D = Dermoptera; E = Eulipotyphla; 
H = Hyracoidea; L = Lagomorpha; M = Macroscelidea; P = Primates; Pe = Perissodactyla; Ph = Pholidota; 
Pi = Pinnipedia (part of Carnivora); Pr = Proboscidea; R = Rodentia; S = Scandentia; Si = Sirenia; T = 
Tubulidentata; X = Xenarthra. The scaling formula indicated by the best-fit line (reduced major axis) is: loge E 
= 0.75 * loge P –3.08 (r = 0.99). Note that the point for primates (P) is the highest relative to the best-fit line. 
(Dataset for placental mammals compiled by Karin Isler and Carel van Schaik.)
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dition. One prediction of the ETH is that there should 
be a negative relationship between residual values for 
brain mass and gut size relative to body mass. Aiello and 
Wheeler (1995) tested this prediction with a sample of 
primates and reported that there is, indeed, the expected 
negative relationship. However, as with any result from 
a bivariate comparison, alternative explanations are pos-

sible. For instance, efficient digestion of leaves requires 
a resident population of symbiotic bacteria in the gut, 
either in the stomach or in the caecum, so folivorous 
(leaf-eating) mammals would be expected to have a 
relatively large gut. There are also indications that fo-
livorous mammals have lower BMR than fruit-eating 
mammals (Clutton-Brock and Harvey, 1980; McNab, 

Figure 4 Scaling of brain mass (g) to basal metabolic rate (ml 02/h) for 88 placental mammal species. Grey symbols 
indicate primates in the sample (n = 5); white symbols indicate other mammals. The reduced major axis yields 
an empirical value of 1.01 for the scaling exponent, confirming the isometric relationship (dirtly proportionality) 
indicated by the line.
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1980, 1986), so the MEH would predict that leaf-eaters 
should have relatively small brains compared to fruit-
eaters (frugivores) because low maternal BMR would 
limit fetal brain growth. Hence the reported negative 
relationship between residuals for brain size and gut 
size in primates is compatible with the MEH as well as 
with the ETH. Clearly, further testing is necessary to as-
sess the relative merits of the two hypotheses. It should 
also be noted that primates do not have systematically 
smaller gut sizes than other mammals to compensate for 
their generally larger brains, as would be predicted from 
the ETH (Snodgrass et al., 2007). Leonard et al. (2003, 
2007) have proposed instead a trade-off between brain 
mass and muscle mass in primates, notably in humans. 
In light of results from various comparative studies, Bar-
ton (2006) has suggested that the concept of trade-offs 
against brain size should be considered in relation to 
energetically expensive tissues generally rather than ex-
clusively in relatioAs in other cases involving scaling re-
lationships among primates, one possibility is to extend 
comparisons to other mammal groups. A suitable test 
case is provided by bats. Eisenberg and Wilson (1978) 
identified a marked grade distinction in the scaling of 
brain size to body size in bats, with frugivorous spe-
cies having larger brains than insectivorous (arthropod-
eating) species. This finding was replicated for a much 
larger sample of bat species by Jones and MacLarnon 
(2004). However, arthropod-eating mammals generally 
have smaller guts relative to body size than fruit-eating 
species, so frugivores would be expected to have rela-
tively larger guts as well as relatively larger brains. Ac-
cordingly, it was pointed out that a direct trade-off of 
the kind predicted by the ETH would not be expected in 
this case (Martin, 1996). Jones and MacLarnon (2004) 
subsequently confirmed this expectation, showing that 
relative brain size in bats shows a positive rather than 
negative correlation with relative gut size. It should be 
noted, incidentally, that insectivorous bats typically have 
lower BMR relative to body mass than frugivorous bats. 
Hence, the difference in relative brain size between these 
two dietary categories could be explained by the MEH.

A test of the ETH was also conducted using data 
for 21 bird species (Isler and van Schaik, 2006a). Taking 
residuals calculated from raw values for gut mass and 
brain mass relative to body size, non-significant negative 
correlations were found for both individual species and 
family-level averages (p = 0.53 and p = 0.43, respec-
tively). A significant negative correlation was found with 
the contrast values for species (p <0.03), but this result 
was not confirmed by analysis of a larger dataset with 
intestine lengths for 192 bird species. By contrast, Isler 
and van Schaik (2006a) found a significant negative cor-
relation between brain mass and pectoral muscle mass, 
interpreted as indicating a trade-off between brain size 
and locomotor costs in birds.

The second stimulus that led to formulation of the 
MEH was evidence for a connection between gestation 
period and brain size in mammals. Such a link was first 

clearly indicated by the seminal finding of Sacher and 
Staffeldt (1974) that there is a tighter correlation for the 
relationship between neonatal brain mass and duration of 
gestation than for the relationship between neonatal body 
mass and gestation period. Their reported result is repli-
cated in Figure 5 by an analysis conducted with a similar 
dataset for 92 placental mammal species. The value of 
the coefficient of determination (r2) for the relationship 
between neonatal brain mass and gestation period is 
0.84, whereas that for the relationship between neonatal 
body mass and gestation period is only 0.72. In other 
words, only 16% of variation in neonatal brain mass can-
not be attributed to variation in gestation period, whereas 
28% of variation in neonatal body mass is attributable 
to factors other than gestation. Taken in isolation, this 
difference is suggestive but not compelling. However, 
partial correlations from a 4-way analysis of adult body 
mass, gestation period, neonatal body mass and neonatal 
brain mass reveal an even clearer distinction. The partial 
correlation between gestation period and neonatal brain 
mass is 0.71, whereas that between gestation period and 
neonatal body mass is only 0.12. By contrast, the partial 
correlation between neonatal brain mass and adult body 
mass is 0.176, whereas that between neonatal body mass 
and adult body mass is 0.75. Hence, neonatal brain mass 
seems to be associated primarily with gestation period, 
whereas neonatal body mass is linked more particularly 
to adult body mass. In light of their original finding of a 
tighter correlation between neonatal brain mass and ges-
tation period, Sacher and Staffeldt (1974) suggested that 
the brain might serve as a pacemaker for mammalian de-
velopment. However, this is only one possible interpre-
tation of the observed correlation, and it is noteworthy 
that this finding is entirely compatible with the MEH.

Another key observation is that there is a clear grade 
distinction between primates and other placental mam-
mals with respect to the relationship between neonatal 
brain and body mass. It has already been noted that a plot 
of ordinal averages for the scaling of brain mass to body 
mass in adults indicates larger relative brain size in pri-
mates compared to other mammals (Figure 3). However, 
there is considerable overlap between individual primate 
species and other mammal species in the adult condition. 
By contrast, there is very little overlap between primates 
and other mammals in a plot of brain mass against body 
mass for neonates. In primates, brain mass at birth is ap-
proximately twice as large as in other placental mam-
mals, relative to neonatal body mass (Sacher, 1982; 
Martin, 1983, 1996). On the one hand, this reveals that 
the larger average brain sizes relative to body size found 
in adult primates can be traced to a marked difference 
in prenatal development, squarely placing the empha-
sis on the maternal contribution. On the other hand, the 
weakening of the distinction between primates and other 
mammals by the time that the adult condition is attained 
indicates that factors intervening after birth can influ-
ence the ultimate outcome. It is important to recognize 
that the distinctly larger brain sizes of primates at birth, 
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Figure 5 Plots of neonatal brain (mg) and body mass (g) against gestation period (d) for 92 placental mammal species. 
Best-fit lines are least-squares regressions (provided for visual orientation only). The wider scatter of points 
around the line in the plot for neonatal body mass against gestation period is reflected by the lower value for 
the coefficient of determination (r2).
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relative to neonatal body mass, could be attained in two 
different ways. One possibility is that development of 
the fetal brain in primates is comparable to that in other 
mammals and that development of the rest of the body is 
restricted. Alternatively, it is possible that primate moth-
ers actually invest more resources in development of the 
infant brain. These alternatives can be tested by plotting 
neonatal brain and body mass separately against adult 
body mass (Figure 6). As can be seen, primates over-
lap completely with other mammals with respect to the 
overall size of the neonate relative to adult body mass, 
but there is a clear grade distinction with respect to the 
size of the neonatal brain relative to adult body mass. 
Hence, the evidence shows that, in comparison to other 
mammals, primate mothers do actually invest more re-
sources in the development of the fetal brain. It should 
be emphasized that brains of fetal primates are uniformly 
larger (relative to body mass) than those of other mam-
mals throughout development, showing that increased 
maternal investment is consistently maintained during 
pregnancy in primates (Sacher, 1982; Martin, 1983).

Predictions of the MEH are also supported by com-
bined analysis using partial correlations of adult brain 
size, adult body size, BMR and gestation period for 
the sample of 51 placental mammal species mentioned 
above (Martin, 1996, 1998). This analysis revealed per-
sistent positive associations linking BMR to both body 
mass and brain mass, and linking gestation period to 
brain mass. Brain mass also showed a persistent positive 
association with body mass. However, the positive cor-
relation between gestation period and BMR originally 
seen with the raw values was eliminated and replaced 
by a negative partial correlation. These results have now 
been confirmed with a much larger dataset for 320 pla-
cental mammal species. The results hence confirm that 
BMR and gestation period are both correlated with brain 
weight after eliminating the effect of body size (partial 
correlation coefficients: BMR—brain weight 0.214, ges-
tation period—brain weight 0.307). At the same time, 
the negative partial correlation between gestation period 
and BMR (-0.233) indicates that relatively large brain 
sizes in mammals may be attributable either to longer 
gestation periods or to elevated BMR but not to both 
factors in combination. It should also be noted that, in 
a study restricted to primate genera, Little (1989) used 
path analysis to infer that gestation period and estimated 
metabolic rate are both connected to adult brain size.

In a study specifically focussing on bats, Jones and 
MacLarnon (2004) took data for 313 species to conduct a 
comparative test of three hypotheses concerning the rôle 
of energetics in the evolution of larger brains: (1) direct 
metabolic constraint; (2) ETH; (3) MEH. Their analyses 
provided virtually no support for the proposed link with 
basal metabolic rate invoked by any of the three hypoth-
eses, but they did show that independent effects of ges-
tation length and body mass can account for 95.9% of 
the variance in brain mass in bats. These authors hence 
demonstrated that the duration of maternal investment 

in bats plays an important part in the attainment of adult 
brain mass. They aptly noted that their results underline 
the crucial need to test the general applicability of any 
evolutionary hypothesis developed for a single clade in 
isolation by examining other clades with different evo-
lutionary backgrounds. It should be noted, incidentally, 
that some bats are highly unusual with respect to the re-
lationships between hibernation, BMR and reproductive 
parameters, so this may explain why no overall associa-
tion between BMR and brain size was found in this case.

The maternal energy hypothesis focusses on the part 
played by maternal resources in brain development and 
the likelihood that they place constraints on the ultimate 
size of the brain in adulthood. However, selection to 
meet particular functional requirements will also exert 
an influence on brain size. Ideally, the concept of ma-
ternal energy constraints and that of selection favouring 
particular brain functions should be combined in a single 
model. A possible candidate is provided by the 2-phase 
hypothesis of brain size evolution proposed by Aboitiz 
(1996). This hypothesis proposes that brain size is influ-
enced by both “passive” growth (general adjustment to 
body size) and “active” growth (adaptation in response 
to particular behavioural needs). The MEH can at least 
partially account for passive adjustment of overall brain 
size to body size, while selection of individual brain 
components to serve particular brain functions would 
eventually translate into increased brain size. Recogni-
tion of maternal investment as a key feature of “passive” 
brain growth permits refinement of the Aboitiz model 
in that an increase in overall brain size can result from 
an increase in maternal metabolic turnover or from an 
increase in the duration of gestation. Another implica-
tion of the model is that the quest for links between par-
ticular behavioural developments and increased brain 
size should focus particularly on associations between 
behaviour and particular parts of the brain rather than on 
overall brain size. For primates, visual components of 
the brain are of particular interest (Barton, 2006).

Additional support for the MEH emerges when the 
contributions of gestation period and BMR are com-
bined (Martin, 1998). When brain size residuals were 
examined in relation to summed residuals for basal 
metabolic rate and gestation period, there was a marked 
improvement in the correlation coefficient compared to 
the values found with residuals for basal metabolic rate 
or gestation period in isolation (r = 0.38 for BMR alone; 
r = 0.38 for gestation period alone; r = 0.55 for BMR and 
gestation combined). This suggests that BMR and gesta-
tion period together account for ≈30% of variation in rel-
ative brain size between species. It should be noted that 
the MEH actually predicts that maternal BMR and gesta-
tion period would primarily influence neonatal brain size 
and that other factors (e.g. maternal investment through 
lactation) can intervene in the interval between birth and 
attainment of adult brain size. Various other lines of evi-
dence support the inference that maternal resources are 
of particular importance for the evolution of the mam-
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Figure 6 Plots of neonatal brain mass (g) and neonatal body mass (g) against adult body mass (g) for a sample of 
92 placental mammal species. Primates (shaded symbols) show an upward grade shift relative to other 
mammals (unshaded symbols) for neonatal brain mass, as indicated by the separate least-squares regression 
lines (provided for visual orientation only). By contrast, for neonatal body mass least-squares regression lines 
indicate no difference between primates and other mammals.
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malian brain. Experimental work on genomic imprint-
ing, for example, has shown that maternally expressed 
genes specifically favour brain development (Keverne 
et al., 1996a). Furthermore, these maternally expressed 
genes favour higher centres of the brain (the “executive 
brain”: neocortex + striatum), while paternally expressed 
genes promote more basal brain regions (the “emotional 
brain”: hypothalamus + septum) instead (Keverne et al., 
1996b).

CHAllEngEs To THE MATERnAl  
EnERgy HyPoTHEsis

Although several lines of evidence can hence be 
cited in support of the MEH, it has been subject to vari-
ous challenges. One such challenge came from a test 
conducted by McNab & Eisenberg (1989) to investigate 
the proposed connection between brain size and BMR. 
These authors correctly noted that the MEH explicitly 
predicts that there should be a positive correlation be-
tween the residual values for brain size and BMR, both 
calculated relative to body size. They reported that anal-
ysis of data for 174 mammal species (including mono-
tremes and marsupials) indicated that the relationship 
between relative brain size and relative BMR was not 
statistically significant (p = 0.08), although the trend 
was indeed positive as predicted. As noted by Martin 
(1998), however, the analysis conducted by McNab & 
Eisenberg (1989) was flawed because a parametric test 
was used to determine statistical significance. Such a 
test requires normality of distribution in the values com-
pared, but it was applied after normally distributed loga-
rithmic residual values had been converted to quotients 
with a strongly skewed distribution. A non-parametric 
test (Spearman rank correlation) applied to the derived 
quotient values revealed that the relationship is, in fact, 
statistically significant (rs = 0.17; p = 0.025). As an al-
ternative approach, a parametric test (Pearson correla-
tion) was applied to the logarithmic residual values, also 
yielding a statistically significant result (r  = 0.16; p = 
0.040). Hence, the residual values for BMR and brain 
size reported by McNab & Eisenberg (1989) are actu-
ally significantly correlated. Despite this significance, 
however, the correlation is surprisingly weak in view of 
the other findings reported above. In fact, Martin (1998) 
reported a much stronger positive correlation from an 
analysis of 51 placental mammal species (r = 0.38; p = 
0.005). The reason for this discrepancy has now emerged 
with the discovery that the dataset used by McNab and 
Eisenberg (1989) was itself seriously flawed. Data for 
brain sizes in rodents, taken from Mace et al. (1981), 
were systematically distorted because of the inadver-
tent addition of 0.59 g to the brain mass of every spe-
cies (Isler and van Schaik, 2006b). Because rodents 
contributed disproportionately to the sample analysed 
by McNab and Eisenberg (≈45% of species included), 
the inaccurate values dramatically affected the results 
reported. Following correction of that error, a significant 

correlation between relative BMR and relative brain size 
was in fact found (Isler and van Schaik, 2006b). This 
amendment is particularly noteworthy because Aiello 
& Wheeler, (1995) specifically cited the doubly flawed 
paper by McNab and Eisenberg (1989) in their original 
presentation of the ETH. They stated (p. 211) that their 
“conclusions are derived from the general observation 
that there is no significant correlation between relative 
basal metabolic rate and relative brain size in humans 
and other encephalized mammals.” That statement has 
now been invalidated.

A quite different challenge to the MEH arises from 
the claim that the results may have been biased by phy-
logenetic inertia (Pagel & Harvey 1990; Barton, 1999). 
From initial studies that attempted to offset effects of 
phylogenetic relatedness by conducting data analysis at 
the family level, it was reported that there was no signifi-
cant relationship between BMR and adult brain size for 
mammals generally (Pagel and Harvey, 1988a), although 
a significant relationship between gestation period and 
neonatal brain size did remain (Pagel and Harvey, 
1988b). Subsequently, Harvey and Pagel (1991) indi-
cated that the exponent value for scaling of brain mass 
to body mass in placental mammals is reduced from 0.75 
to 0.69 following contrasts analysis. Using a maximum 
likelihood approach, Pagel (1999) later reported expo-
nent values of 0.59 for mammals and 0.48 for primates. 
Moreover, Barton (1999) reported that for primates 
no significant correlation between adult brain size and 
BMR or gestation period remains after application of the 
independent contrasts method (see also Barton, 2006). 
Yet Martin (1998) had reported in the meantime that an 
analysis of data for 51 placental mammal species had re-
vealed that a highly significant correlation between adult 
brain size and BMR is found even after calculation of 
residual values determined from independent contrasts 
relative to body mass contrasts (r = 0.465; p = 0.001). 
However, the correlation between residuals for brain 
size and gestation period, although remaining positive, 
was found to be non-significant (r = 0.203; p = 0.116). 
Curiously, these conclusions are the opposite of those 
reported by Pagel and Harvey from analyses at the fam-
ily level. Those authors found a significant correlation 
between relative brain size and gestation (Pagel and Har-
vey, 1988b) but not between relative brain size and BMR 
(Pagel and Harvey, 1988a). It has already been noted that 
there is a major pitfall in calculation of independent con-
trasts arising from magnification of the effects of error 
terms (Ricklefs and Starck, 1996; Martin et al., 2005). 
Because of this, assurance of data quality in a representa-
tive dataset is absolutely crucial. A recent analysis of a 
large, carefully monitored dataset for 347 mammal spe-
cies has now demonstrated that there is in fact a signifi-
cant correlation between BMR and adult brain mass after 
controlling for the effects of both body size and phylo-
genetic inertia (Isler and van Schaik, 2006b). The same 
finding has since been confirmed for primates taken in 
isolation (Isler et al., in press).
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A further challenge of the MEH was raised by Pa-
gel and Harvey (1988b), who suggested that multiple 
litters should be taken into account in the attempt to al-
low for the maternal energy input that every single off-
spring receives. Isler and van Schaik (in review) have 
found that relatively large-brained mammalian mothers 
produce fewer, but individually heavier offspring than 
small-brained mothers. This is in accordance with the 
MEH, which would additionally predict that, for a given 
neonate mass, a large-brained mother should invest more 
energy in a single offspring than a small-brained mother. 

In other words, it is predicted that, after partial-
ling out body mass and neonate mass, adult brain mass 
should still be positively correlated with maternal energy 
investment per offspring. To test this, we defined mater-
nal energy investment (MEI) per offspring as gestation 
length multiplied by BMR and divided by litter size. In-
dependent contrasts were calculated with PDAP:PDTree 
(Garland et al., 1992) in Mesquite (Maddison & Mad-
dison, 2007), using the supertree of Bininda-Emonds et 
al. (2007). Precocial and altricial mammals were anal-
ysed separately, excluding bats. Species were defined as 
precocial if the young open their eyes at birth or shortly 
thereafter.

Partial correlation coefficients from this analysis 
are given in Table 1. In analyses of raw logarithmic spe-
cies means, MEI and brain mass are positively and sig-
nificantly correlated in all three groups (all mammals, 
precocials and altricials), whereas the correlation in al-
tricials is no longer significant if independent contrasts 
are analysed. This might be explained by the fact that 
in altricial mammals a large proportion of brain growth 
is accomplished after birth, up to the age at weaning. To 
test whether the MEH also applies to the weaning pe-
riod, we would need better data on weaning mass than 
presently available. However, our analyses thus far fully 
support the MEH. We conclude that large-brained preco-
cial mothers indeed invest more energy in every single 
offspring, and, apart from producing heavier neonates in 
the first place, also invest more energy per unit neonate 
mass than relatively small-brained mothers, because the 
larger brain is so costly to grow.

Yet another potential challenge to the MEH is posed 
by the recent claim that the value of the scaling expo-
nent for the relationship between BMR and body mass 
in placental mammals is not 0.75 but 0.67 (White and 
Seymour, 2003). This finding is puzzling because ap-
plication of contrasts analysis had in fact confirmed the 

exponent value of 0.75 for scaling of BMR to body mass 
in placental mammals (Harvey and Pagel, 1991). In fact, 
White and Seymour (2003) reached their conclusion 
after excluding certain groups of mammals because of 
potential high energy turnover associated with digestion 
and after transforming the BMR data from the raw val-
ues that are usually used in analyses. As there are also 
problems with the published version of the dataset (con-
firmed by Michel Genoud, pers. comm.) further analyses 
are required to assess the validity of the results reported

fossil EvidEnCE foR MAMMAliAn 
BRAin EvoluTion

An empirical finding that has emerged for all mam-
malian taxa for which an adequate fossil record is avail-
able is that average relative brain size tends to increase 
over time. Marsh (1874) originally noted that Eocene 
mammals from Wyoming generally have small brains 
in comparison to their modern counterparts. Indeed, he 
noted that in some “the brain cavity was hardly more ca-
pacious than in the higher reptiles”. For example, in the 
primitive ungulate Uintatherium brain size was approxi-
mately one eighth of that in a modern rhinoceros of com-
parable body size. Progressive increase in the size of the 
brain was also reported in the evolution of horses. Sub-
sequently, Edinger (1929, 1948) cast doubt on the exis-
tence of general trend towards increasing brain size, but 
she misinterpreted the fact that (other things being equal) 
a simple ratio of brain size to body size declines with in-
creasing body size because of the negatively allometric 
scaling of brain size. Jerison (1970, 1973) subsequently 
demonstrated that, if relative brain size is calculated 
with due attention to allometric scaling, there is in fact a 
general trend towards increase in the average value over 
time. However, the spread of values also increases over 
time, with a few species showing little or no increase 
in relative brain size. Accordingly, some extant placen-
tal mammals (notably certain insectivores) have relative 
brain sizes that are little different from those of early pla-
centals, but most have distinctly larger brains than any 
early fossil relatives. It is quite possible that brain size 
reduction has sometimes occurred in individual lineages, 
but this seems to be a relatively rare occurrence.

Average relative brain size clearly increased through 
the Tertiary as a general rule within primates (Martin, 
1990). Relative brain size in Eocene primates is generally 
below that in extant prosimians, although there is some 

All species (N=229) Precocials (N=72) Altricials (N=147)

r p r p r p

Raw data 0.362 <0.0001 0.637 <0.0001 0.198 0.017

Independent contrasts 0.177 0.008 0.401 0.0007 0.108 0.205

Table 1. Partial correlation coefficients (r) between adult brain mass and maternal energy investment per offspring 
(MEI = (gestation period * BMR)/litter size), partialling out adult body mass and neonatal body
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overlap in values between omomyiforms (often inter-
preted as relatives of tarsiers) and certain strepsirrhines 
(lemurs + lorisiforms). However, relative brain size in 
omomyiforms is below that found in extant tarsiers. In 
the earliest higher primates for which brain size is docu-
mented (early Oligocene Aegyptopithecus, Catopithecus 
and Parapithecus), relative brain size is comparable to 
that in extant prosimians but below the range of values 
for extant monkeys and apes. It has also been shown that 
in the Miocene New World monkey Chilecebus relative 
brain size is smaller than in extant platyrrhines (Sears et 
al., 2008). A similar trend towards increase in relative 
brain size over time has also been clearly demonstrated 
through analysis of an impressive dataset for toothed 
cetaceans by Marino et al. (2004). Eocene archaeocetes 
have very small brains compared to more recent toothed 
cetaceans, and an overall trend through the Tertiary is 
seen, leading up to the notably large brains of modern 
dolphins and their relatives.

It is equally well established that relative brain size 
increased over time during the evolution of mammalian 
carnivores. Initial data provided by Jerison (1970, 1973) 
showed that early Tertiary carnivore relatives (creo-
donts) and archaic ungulates (condylarths) had relatively 
small brains compared to their modern counterparts. Ra-
dinsky (1977, 1978) subsequently provided additional 
evidence showing that relative brain size was smaller in 
creodonts and the earliest known carnivores during the 
early Tertiary. In an analysis of encephalization quotients 
(EQ values) within the carnivoran suborder Canifor-
mia, Finarelli and Flynn (2007) showed that taxa early 
in the evolutionary history of the group possessed sig-
nificantly lower median values than extant taxa. A pro-
nounced upward shift in median values was found at the 
Miocene-Pliocene transition. A gradual increase in vari-
ance around median relative brain size was also found. 
Reconstructions of ancestral EQ values revealed that 
increased encephalization took place in parallel across 
all major caniform clades, with the possible exception of 
skunks. A subsequent study focused specifically on brain 
size in Canidae in order to reveal underlying trends that 
might be masked in a more wide-ranging investigation 
(Finarelli, 2008). A shift towards higher encephalization 
in crown Caninae was found relative to a basal grade of 
encephalization in Hesperocyoninae, Borophaginae and 
Leptocyon. However, at this level of analysis no associ-
ated change in variance was found.

Widespread acknowledgment of a general trend 
towards increasing brain size during mammalian 
evolution was recently challenged in specific rela-
tion to bats by Safi et al. (2005). These authors con-
cluded that brain size actually decreased over time 
in numerous bat lineages. However, their analysis 
was entirely based on analysis of relative brain size 
in extant bats, with no reference whatsoever to the 
fossil record. The results reported by Safi et al. are 
entirely dependent on their application of a statisti-

cal test that supposedly identifies directionality in 
the data (i.e. a trend towards increasing or decreas-
ing brain size) in relation to a phylogenetic tree. The 
outcome of the test was that no statistically signifi-
cant directionality was detectable. Once this infer-
ence has been made, it necessarily follows that in-
crease in brain size in some lineages over time must 
be balanced by decrease in brain size in other lineag-
es, such that the overall average remains unchanged 
over time (i.e. lacks directionality). It is hence only 
to be expected that a decrease in brain size was in-
ferred in approximately half of bat species in the 
phylogenetic reconstruction presented by Safi et al. 
(2005). In fact, the test of directionality applied by 
Safi et al. (2005), using the software CONTINU-
OUS (Pagel, 1997, 1999; now included in Bayes-
Traits) tests whether a directional change parameter 
should be included in the model of evolution of the 
trait under consideration. This parameter effectively 
measures the regression of trait values across spe-
cies against total path length from the root of the 
tree to the tips. The CONTINUOUS manual states 
that it detects any general trends towards a domi-
nant direction of evolutionary change (i.e. whether 
species have got bigger, smaller, faster, longer, etc.). 
The test can only be used with trees that have some 
variation in total path length from the root to tip 
species. In consequence, the test cannot be applied 
to the commonly used trees with branch lengths es-
timated as time elapsed on the basis of molecular 
data, because all extant taxa must exhibit the same 
distance from the root. Making matters worse, Safi 
et al. (2005) applied the test to a tree in which all 
branches between bifurcations are of equal length 
(=1). In their tree, therefore, species from species-
rich taxa groups necessarily exhibit a longer path-
way from root to tip than other species. Thus, they 
in fact tested whether speciose taxonomic groups 
differ in relative brain mass from taxonomic groups 
with fewer species, and did not find any indication 
of this. Any conclusions about directionality of brain 
size evolution drawn from this test are thus invalid.

In the absence of any attempt to verify their results 
by comparison with the fossil record, the findings re-
ported by Safi et al. (2005) must in any case be treated 
with great scepticism. The potential dangers of recon-
structing changes in size over time without reference to 
the fossil record are aptly illustrated by an analysis of 
body size of the mammalian order Carnivora by Finarelli 
and Flynn (2006). Among caniform carnivorans (Cani-
dae, Ursidae, Pinnipedia and Musteloidea), many sub-
groups are now represented predominantly by large- or 
small-bodied species and the distribution of body sizes 
among extant species across the phylogeny in fact sug-
gests a pattern of decreasing body size from an ancestral 
value of 10-50 kg. However, estimated body sizes for 
fossil representatives of a given caniform taxon often lie 
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Figure 7 Histogram showing relative brain sizes in cynodont therapsids (n = 7) and early mammals (n = 8), as 
indicated by encephalization quotient (EQ) values. EQ values were calculated using the formula determined 
for 309 modern placentals by Martin (1981). An EQ value of 1 indicates the average condition for modern 
placentals. Data on brain and body size derived from Jerison (1973), Crompton and Jenkins (1978), Quiroga 
(1980, 1984), Kielan-Jaworowska (1983, 1984), Krause and Kielan-Jaworowska (1993), Kielan-Jaworowska 
and Lancaster (2004), Macrini et al. (2007). Key to cynodonts: A = Thrinaxodon; B = Exaeretodon; C = 
Probelesodon; D = Probainognathus; E = Diademodon; F = Therioherpeton; G = Massetognathus. Key to 
early mammals: H = Vincelestes (placental); I = Kennalestes (placental); J = Triconodon; K = Asioryctes 
(placental); L = Chulsanbaatar (multituberculate); M = Ptilodus (multituberculate); N = Zalambdalestes 
(placental); O = Kryptobaatar (multituberculate).



30 3 The Human Brain Evolving: Papers in Honor of Ralph L. Holloway

well outside the observed ranges for extant members, so 
the modern distribution of body sizes is not represen-
tative of the evolutionary history of the group. When 
367 fossil taxa were included with 149 extant species 
for a combined analysis designed to reconstruct ances-
tral body sizes, a small-bodied ancestor (1-5 kg) was in-
dicated both for Caniformia and for the monophyletic 
subclade Arctoidea (Ursidae, Pinnipedia and Musteloi-
dea). As was aptly noted by Finarelli and Flynn (2006): 
“Evolutionary trends can reduce the accuracy of charac-
ter state reconstructions, especially for methods assum-
ing Brownian motion as the model for character change. 
This is because an estimated root value under such a 
model will always be some form of weighted average of 
observed values for terminal taxa (Schluter et al., 1997), 
and if a trend moves the range of observed character state 
values beyond the ancestral condition, it will be difficult, 
if not impossible, to accurately reconstruct the condition 
at the ancestral node (Garland et al., 1999; Oakley and 
Cunningham, 2000).”

There are therefore good reasons to question the 
findings reported by Safi et al. with respect to the evolu-
tion of relative brain size in bats. To test whether brain 
size evolution in bats was directional or not, the most 
obvious approach would be to seek data on brain size in 
fossil bats at different times in the Tertiary. However, the 
fossil record for bats is relatively poor, so it might prove 
very difficult to conduct an adequate test of the pres-
ence or absence of directionality in brain size evolution. 
Given the compelling evidence from diverse mammalian 
fossils for a general trend towards increasing brain size 
in mammalian evolution (Jerison, 1973), it seems highly 
unlikely that the conclusions drawn regarding bats will 
survive proper testing.

The existence of a general trend towards increase in 
relative brain size over the course of mammalian evolu-
tion is of particular interest in the context of the MEH. 
Given that resources provided by the mother throughout 
gestation and lactation seem to be of particular impor-
tance for the development of the brain, the emergence 
and subsequent refinement of pregnancy and suckling 
are presumably connected to evolutionary changes in 
brain size over time. It is, for example, to be expected 
that the origin of lactation in early mammals and its pres-
ence in the common ancestor of monotremes, marsupials 
and placentals some 200 million years (Ma) ago might 
have been accompanied by an increase in relative brain 
size. Most extant reptiles show no parental behaviour, so 
development of the offspring prior to independent feed-
ing relies entirely on the resources provided in the egg 
when laid by the mother. Moreover, interspecific scaling 
of brain size to body size follows a different trajectory 
in reptiles compared to mammals. The size of the egg 
is related to the mother’s metabolic capacity, while the 
size of the brain in the hatchling is related to the egg’s 
metabolic capacity. The outcome is a lower exponent of 
≈0.56 for brain:body scaling in reptiles (Martin, 1981), 
which imposes a handicap that increases with increas-

ing body size. In a further crucial development at a later 
stage of mammalian evolution, egg-laying was replaced 
by internal development of the offspring (vivipary) 
in the common ancestor of marsupials and placentals 
at least 135 Ma ago. Retention of the developing egg 
within the mother’s body at once permitted continuous 
provision of maternal resources to the developing off-
spring, as opposed to reliance on a one-off provision of 
resources in an externally deposited egg. Overall, these 
considerations lead to the expectation that relative brain 
size might have increased in the earliest mammals and 
would probably have increased even further with the ori-
gin of vivipary.

The earliest mammals arose from the cynodonts, 
advanced mammal-like reptiles (therapsids), close to 
the Triassic/Jurassic boundary about 200 Ma ago. Esti-
mates of brain size and body size are now available for 
7 cynodonts (Diademodon, Exaeretodon, Massetogna-
thus, Probainognathus, Probelesodon, Therioherpeton 
and Thrinaxodon), providing an adequate basis for com-
parison with early mammals. Unfortunately, very little is 
known about relative brain size in Jurassic mammals, so 
comparison of cynodonts with the earliest known mam-
mals is not yet possible. However, data are available for 
the Late Jurassic Triconodon, an Early Cretaceous pla-
cental (Vincelestes) 3 Late Cretaceous placentals (Asio-
ryctes, Kennalestes, Zalambdalestes), 2 Late Cretaceous 
multituberculates (Chulsanbaatar, Kryptobaatar) and 
the Palaeocene multituberculate Ptilodus. As can be seen 
from Figure 7, the cynodonts uniformly have relatively 
smaller brains than the early mammals. The early mam-
mals, in turn, have relative brain sizes that consistently 
lie below the average condition for modern mammals 
(indicated by an EQ value of 1). However, the values for 
the early mammals do overlap with the lower end of the 
range for modern mammals. This evidence confirms the 
expectation that relative brain size should be increased 
in early mammals relative to advanced mammal-like 
reptiles, but should lie below the average condition for 
extant mammals. Although no information on relative 
brain size is available as yet for the earliest mammals, 
there is an indirect indication that expansion of brain size 
relative to the reptilian level was probably under way 
quite early in mammalian evolution. It is generally ac-
cepted that the multituberculates diverged very early in 
mammalian evolution, and some authors have indeed 
linked them to monotremes rather than to the lineage 
leading to marsupials and placentals. Yet the values for 
multituberculates in Figure 7 are comparable to those for 
early placentals.

Following the origin of vivipary in the lineage lead-
ing to the ancestry of marsupials and placentals, refine-
ments in intrauterine development would have permit-
ted a further increase in provision of maternal resources. 
Placentation is generally poorly developed in marsupials 
and gestation periods are very short, although provision 
of maternal resources through suckling is enhanced by 
an extended pouch life. Marsupials generally have only 
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Figure 8 Proportional allocation of BMR to brain, liver, muscle and other tissues in humans at different body mass, 
ranging from birth to adulthood. (Data from Holliday, 1986.)
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small to moderately developed brains, as would be ex-
pected from these constraints. Among placental mam-
mals, however, many lineages have developed extended 
gestation periods, which are associated with precocial 
offspring (well developed and usually singletons). This 
contrasts with the condition in mammals that produce lit-
ters of poorly developed altricial offspring, which have 
markedly shorter gestation periods (Martin et al., 2005). 
Comparative evidence indicates that the altricial condi-
tion is primitive for placental mammals. Refinements in 
placentation doubtless occurred in parallel in many lin-
eages during the course of evolution of placental mam-
mals, and this would have provided a basis for increased 
provision of maternal resources. However, maternal re-
sources are also provided during lactation, so this pro-
vides an additional avenue for maternal investment in 
the development of the offspring’s brain.

A noTE on iMPliCATions foR  
HoMinid BRAin EvoluTion

Because the modern human brain is the largest, rela-
tive to body size, among mammals generally, the prob-
lem posed by energy demands is particularly acute. In-
deed, this problem is most marked early in postnatal life 
in comparison to adults. Data for allocation of BMR to 
different tissues in humans at different body sizes (Hol-
liday, 1986) show that allocation of energy to the brain is 
predominant early in life (Fig. 8). Leonard et al. (2003, 
2007) have shown that dietary quality (rather than BMR) 
may be a key factor in ensuring an adequate supply of 
energy to the brain in adult humans. In a plot of residuals 
for diet quality and brain size (both calculated relative to 
body mass), humans are clear outliers in having an un-
usually high dietary quality in comparison to other pri-
mates. As noted by Leonard et al. (2003, 2007), the rela-
tively small gastrointestinal tract of humans is consistent 
with adaptation for a high-quality diet and may, in itself, 
have no direct connection with brain size. Mounting 
energetic requirements accompanying increasing brain 
size over the course of human evolution must clearly be 
considered as a fundamental issue (Martin, 1983). One 
thought-provoking attempt to take this into account has 
explored implications of carnivory for increased brain 
size in human evolution (Vasey and Walker, 2001).

ACKnowlEdgMEnTs

This paper is a modified and expanded version of 
a presentation given by the first author at the Sympo-
sium in Honor of Ralph L. Holloway “The Human Brain 
Evolving” held at Indiana University, Bloomington on 
April 26th-29th, 2007, jointly sponsored by the Stone 
Age Institute and Indiana University. The content of the 
paper benefited greatly from interactions with Michel 
Genoud, Ann MacLarnon and Carel van Schaik. Thanks 
go to Ann MacLarnon and Ben Rudder for assistance in 
compilation of the original dataset used for various al-

lometric analyses. We are also grateful to Edna Davion 
for logistical support and comments on the manuscript.

REfEREnCEs

Aboitiz, F., 1996. Does bigger mean better? Evolutionary 
determinants of brain size and structure. Brain Behavior 
and Evolution 47, 225-245.

Aiello, L.C., Bates, N., Joffe, T.H., 2001. In defense of the 
expensive tissue hypothesis: ontogeny, maternal care and 
organ size. In: Falk, D., Gibson, K.R. (Eds.), Evolution-
ary anatomy of the primate cerebral cortex. Cambridge 
University Press, Cambridge, pp. 57-78.

Aiello, L.C., Wheeler, P., 1995. The expensive tissue hypoth-
esis: the brain and the digestive system in human and 
primate evolution. Current Anthropology 36, 199-221.

Armstrong, E., 1982. A look at relative brain size in mam-
mals. Neuroscience Letters 34, 101-104.

Armstrong, E., 1983. Relative brain size and metabolism in 
mammals. Science 220, 1302-1304.

Armstrong, E., 1985. Relative brain size in monkeys and 
prosimians. American Journal of Physical Anthropology 
66, 263-273.

Armstrong, E., 1990. Brains, bodies and metabolism. Brain, 
Behavior and Evolution 36, 166-176.

Barton, R.A., 1999. The evolutionary ecology of the primate 
brain. In: Lee, P.C. (Ed.), Comparative primate socio-
ecology. Cambridge University Press, Cambridge, pp. 
167-203.

Barton, R.A., 2006. Primate brain evolution: Integrating 
comparative, neurophysiological, and ethological data. 
Evolutionary Anthropology 15, 224-236.

Bauchot, R., 1978. Encephalization in vertebrates: A new 
mode of calculation for allometry coefficients and 
isoponderal indices. Brain, Behavior and Evolution 15, 
1-18.

Bininda-Emonds, O.R.P., Cardillo, M., Jones, K.E., MacPhee, 
R.D.E., Beck, R.M.D., Grenyer, R., Price, S.A., Vos, 
R.A., Gittleman, J.L., Purvis, A., 2007 The delayed rise 
of present-day mammals. Nature 446, 507-512.

Bonner, J.T., 2006. Why size matters: From bacteria to blue 
whales. Princeton University Press, Princeton.

Brody, S., 1945. Bioenergetics and growth. Rheinhold, New 
York.

Brody, S., Procter, T.C., 1932. Relations between basal me-
tabolism and mature body weight in different species of 
mammals and birds. Research Bulletin of the Missouri 
Agriculture Research Station 166, 89-101.

Clutton-Brock, T.H., Harvey, P.H., 1980. Primates, brains and 
ecology. Journal of the Zoological Society of London 
190, 309-323.

Crompton, A.W., Jenkins, F.A., 1978. Mesozoic mammals. In: 
Cooke, H.B.S., Maglio, V. (Eds.), Evolution of African 
mammals. Harvard University Press, Cambridge, pp. 
46-55.

Dawson, T.J., Hulbert, A.J., 1970. Standard metabolism, body 
temperature and surface areas of Australian marsupials. 
American Journal of Physiology 218, 1233-1238.

Edinger, T., 1929. Die fossilen Gehirne. Ergebn Anat 
Entwickl-Gesch 28, 1-249.

Martin and Isler 4 33



Martin and Isler 4 33

Edinger, T., 1948. Evolution of the horse brain. Mem Geol 
Soc Am 25, 1-777.

Eisenberg, J.F., 1981. The mammalian radiations: An analysis 
of trends in evolution, adaptation and behaviour. Athlone 
Press, London.

Eisenberg, J.F., Wilson, D.E., 1978. Relative brain size and 
feeding strategies in the Chiroptera. Evolution 32, 
740-751.

Felsenstein, J., 1985. Phylogenies and the comparative 
method. The American Naturalist 125, 1-15.

Finarelli, J.A., 2008. Testing hypotheses of the evolution of 
encephalization in the Canidae (Carnivora, Mammalia). 
Palaeobiology 34, 35-45.

Finarelli, J.A., Flynn, J.J., 2006. Ancestral state reconstruction 
of body size in the Caniformia (Carnivora, Mammalia): 
the effects of incorporating data from the fossil record. 
Society of Systematic Biologists 55, 301-313.

Finarelli, J.A., Flynn, J.J., 2007. The evolution of encephali-
zation in caniform carnivorans. Evolution 61, 1758-1772.

Garland, T., Harvey, P.H., Ives, A.R., 1992. Procedures for 
the analysis of comparative data using phylogenetically 
independent contrasts. Society of Systematic Biologists 
41, 18-32.

Garland, T., Midford, P.E., Ives, A.R., 1999. An introduction 
to phylogenetically based statistical methods, with a 
new method for confidence intervals on ancestral values. 
American Zoologist 39, 374-388.

Gould, S.J., 1966. Allometry and size in ontogeny and phy-
logeny. Biological Reviews 41, 587-640.

Gould, S.J., 1975. Allometry in primates, with emphasis on 
scaling and the evolution of the brain. Contributions to 
Primatology 5, 244-292.

Haight, J.R., Nelson, J.E., 1987. A brain that doesn’t fit its 
skull: A comparative study of the brain and endocranium 
of the koala, Phascolarctos cinereus (Marsupialia: Phas-
colarctidae). In: Archer M (Ed.), Possums and opossums: 
Studies in evolution. Surrey Beatty & Sons, Sydney, 
Australia, pp. 331-352.

Harvey, P.H., Mace, G.M., 1982. Comparison between taxa 
and adaptive trends: Problems of methodology. In: 
King’s College Sociobiology Group (Eds.), Current 
problems in sociobiology. Cambridge University Press, 
Cambridge, pp. 343-361.

Harvey, P.H., Pagel, M.D., 1991. The comparative method in 
evolutionary biology. Oxford University Press, Oxford.

Hemmingsen, A.M., 1960. Energy metabolism as related to 
body size and respiratory surfaces, and its evolution. 
Reports of the Steno Memorial Hospital and Nordinsk 
Insulin Laboratorium 9, 1-110.

Hofman, M.A., 1982. Encephalization in mammals in relation 
to the size of the cerebral cortex. Brain, Behavior and 
Evolution 20, 84-96.

Hofman, M.A., 1983a. Evolution of the brain in neonatal and 
adult placental mammals: A theoretical approach. Journal 
of Theoretical Biology 105, 317-322.

Hofman, M.A., 1983b. Energy metabolism, brain size and 
longevity in mammals. Quarterly Review of Biology 58, 
495-512.

Holliday, M., 1986. Body composition and energy needs 
during growth. In: Falkner, F., Tanner, J.M. (Eds.), Hu-
man growth: A comprehensive treatise. Vol. 2: Postnatal 
growth biology. Plenum Press, New York, pp. 101-117.

Isler, K., Barbour, A.D., Martin, R.D., 2002. Line-fitting by 
rotation: A nonparametric method for bivariate allometric 
analysis. Biometrical Journal 44, 289-304.

Isler, K., Kirk, E.C., Miller, J.M.A., Albrecht, G.A., Gelvin, 
B.R., Martin, R.D., in press. Endocranial volumes of 
primate species: Scaling analyses using a comprehensive 
and reliable dataset. Journal of Human Evolution.

Isler, K., van Schaik, C.P., 2006a. Costs of encephalization: 
the energy trade-off hypothesis tested on birds. Journal 
of Human Evolution 51, 228-243.

Isler, K., van Schaik, C.P., 2006b. Metabolic costs of brain 
size evolution. Biology Letters 2, 557-560.

Isler, K., van Schaik, C.P., in review. The Expensive Brain: a 
framework for explaining evolutionary changes in brain 
size. 

Jerison, H.J., 1970. Brain evolution: new light on old prin-
ciples. Science 170, 1224-1225.

Jerison, H.J., 1973. Evolution of the brain and intelligence. 
Academic Press, New York.

Jones, K.E., MacLarnon, A.M., 2004. Affording larger brains: 
Testing hypotheses of mammalian brain evolution on 
bats. American Naturalist 164, E20-E31.

Keverne, E.B., Fundele, R., Narasimha, M., Barton, S.C., 
Surani, M.A., 1996a. Genomic imprinting and the dif-
ferential roles of parental genomes in brain development. 
Developmental Brain Research 92, 91-100.

Keverne, E.B., Martel, F.L., Nevison, C.M., 1996b. Primate 
brain evolution: genetic and functional considerations. 
Proceedings of the Royal Society of London B 263, 
689-696.

Kielan-Jaworowska, Z., 1983. Multituberculate endocranial 
casts. Palaeovertebrata 13, 1–12.

Kielan-Jaworowska, Z., 1984. Evolution of the therian mam-
mals in the Late Cretaceous of Asia. Part VI. Endocranial 
casts of eutherian mammals. Palaeontologia Polonica 46, 
157–171.

Kielan-Jaworowska, Z., Lancaster, T.E., 2004. A new re-
construction of multituberculate endocranial casts and 
encephalization quotient of Kryptobaatar. Acta Palaeon-
tologia Polonica 49, 177-188.

Kleiber, M., 1932. Body size and metabolism. Hilgardia 6, 
315-353.

Kleiber, M., 1947. Body size and metabolic rate. Physiologi-
cal Reviews 27, 511-541.

Kleiber, M., 1961. The fire of life: An introduction to animal 
energetics. John Wiley, New York.

Krause, D.W., Kielan-Jaworowska, Z., 1993. The endocranial 
cast and encephalization quotient of Ptilodus (Multitu-
berculata, Mammalia). Palaeovertebrata 22, 99-112.

Leonard, W.R., Robertson, M.L., 1992. Nutritional require-
ments and human evolution: A bioenergetics model. 
American Journal of Human Biology 4, 179-195.

Leonard ,W.R., Robertson, M.L., Snodgrass, J.J., Kuzawa, 
C.W., 2003. Metabolic correlates of hominid brain evolu-
tion. Comparative Biochemistry and Physiology A 136, 
5-15.



34 3 The Human Brain Evolving: Papers in Honor of Ralph L. Holloway

Leonard, W.R., Snodgrass, J.J., Robertson, M.L., 2007. Ef-
fects of brain evolution on human nutrition and metabo-
lism. Annual Review of Nutrition 27, 311-327.

Little, B.B., 1989. Gestation length, metabolic rate, and body 
and brain weights in primates: epigenetic effects. Ameri-
can Journal of Physical Anthropology 80, 213-218.

Mace, G.M., Harvey, P.H., Clutton-Brock, T.H., 1981. Brain 
size and ecology in small mammals. Journal of Zoology 
London 193, 333-354.

MacMillen, R.E., Nelson, J.E., 1969. Bioenergetics and body 
size in dasyurid marsupials. American Journal of Physi-
ology 217, 1246-1251.

Macrini, T.E., Rougier, G.W., Rowe, T.B., 2007. Description 
of a cranial endocast from the fossil mammal Vince-
lestes neuquenianus (Theriiformes) and its relevance to 
the evolution of endocranial characters in therians. The 
Anatomical Record 290, 875-892.

Maddison, W.P., Maddison, D.R., 2007. Mesquite: A modular 
system for evolutionary analysis. Version 2.01. http://
mesquiteproject.org. 

Marino, L., McShea, D.W., Uhen, M.D., 2004. Origin and 
evolution of large brains in toothed whales. The Ana-
tomical Record 281A, 1247-1255.

Marsh, O.C., 1874. Small size of the brain in Tertiary mam-
mals. American Journal of Science and Arts 8, 66-67.

Martin, R.D., 1981. Relative brain size and metabolic rate in 
terrestrial vertebrates. Nature 293, 57-60.

Martin, R.D., 1983. Human brain evolution in an ecological 
context (52nd James Arthur Lecture on the Evolution of 
the Human Brain). American Museum of Natural His-
tory, New York.

Martin, R.D., 1989. Size, shape and evolution. In: Keynes, M. 
(Ed.), Evolutionary studies—A centenary celebration of 
the life of Julian Huxley. Eugenics Society, London, pp. 
96-141.

Martin, R.D., 1990. Primate origins and evolution: a phylo-
genetic reconstruction. Princeton University Press, New 
Jersey.

Martin, R.D., 1996. Scaling of the mammalian brain: the ma-
ternal energy hypothesis. News in Physiological Sciences 
11, 149-156.

Martin, R.D., 1998. Comparative aspects of human brain evo-
lution: Scaling, energy costs and confounding variables. 
In: Jablonski, N.G., Aiello, L.C., (Eds.), The origin and 
diversification of language. California Academy of Sci-
ences, San Francisco, pp. 35-68.

Martin, R.D., 2007. The evolution of human reproduction: 
A primatological perspective. Yearbook of Physical 
Anthropology 50, 59-84.

Martin, R.D., Barbour, A.D., 1989. Aspects of line-fitting in 
bivariate allometric analyses. Folia Primatol 53, 65-81.

Martin, R.D., Genoud, M., Hemelrijk, C.K., 2005. Problems 
of allometric scaling analysis: Examples from mamma-
lian reproductive biology. The Journal of Experimental 
Biology 208, 1731-1747.

Martin, R.D., Harvey, P.H., 1985. Brain size allometry: On-
togeny and phylogeny. In: Jungers, W.L., (Ed.), Size and 
scaling in primate biology. Plenum Press, New York, pp. 
147-173.

McNab, B.K., 1980. Food habits, energetics and the popula-
tion biology of mammals. American Naturalist 116, 
106-124.

McNab, B.K., 1986. The influence of food habits on the en-
ergetics of eutherian mammals. Ecological Monographs 
56, 1-19.

McNab, B.K., 1988. Complications inherent in scaling the 
basal rate of metabolism in mammals. The Quarterly 
Review of Biology 63, 25-54.

McNab, B.K., Eisenberg, J.F., 1989. Brain size and its relation 
to the rate of metabolism in mammals. American Natu-
ralist 133, 157-167.

Mink, J.W., Blumenshine, R.J., Adams, D.B., 1981. Ratio of 
central nervous system to body metabolism in verte-
brates: its constancy and functional basis. American 
Journal of Physiology 241, R203-R212.

Oakley, T.H., Cunningham, C.W., 2000. Independent contrasts 
succeed where ancestor reconstruction fails in a known 
bacteriophage phylogeny. Evolution 54:397-405.

Pagel, M.D., 1997. Inferring evolutionary processes from 
phylogenies. Zoologica Scripta 26, 331-348.

Pagel, M., 1999. Inferring the historical patterns of biological 
evolution. Nature 401, 877-884.

Pagel, M.D., Harvey, P.H., 1988a. The taxon-level problem 
in the evolution of mammalian brain size: Facts and 
artifacts. American Naturalist 132, 344-359.

Pagel, M.D., Harvey, P.H., 1988b. How mammals produce 
large-brained offspring. Evolution 42, 948-957.

Pagel, M.D., Harvey, P.H., 1990. Diversity in the brain size of 
newborn mammals: allometry, energetics or life history 
tactics? Bioscience 40, 116-122.

Purvis, A., Rambaut, A., 1995. Comparative analysis by 
independent contrasts (CAIC): an Apple Macintosh ap-
plication for analysing comparative data. CABIOS 11, 
247-251.

Quiroga, J.C., 1980. The brain of the mammal-like reptile 
Probainognathus jenseni (Therapsida, Cynodontia). A 
correlative paleoneurological approach to the cortex at 
the reptile-mammal transition. Journal für Hirnforschung 
21, 299-336.

Quiroga, J.C., 1984. The endocranial cast of the mammal-like 
reptile Therioherpeton cargnini (Therapsida, Cynodontia) 
from the Middle Triassic of Brazil. Journal für Hirnforsc-
hung 25, 285-290.

Radinsky, L.B., 1977. Brains of early carnivores. Paleobiol-
ogy 3, 333-349.

Radinsky, L.B., 1978. Evolution of brain size in carnivores 
and ungulates. American Naturalist 112, 815-831.

Reiss, M.J., 1989. The allometry of growth and reproduction. 
Cambridge University Press, Cambridge.

Ricklefs, R.E., Starck, J.M., 1996. Applications of phyloge-
netically independent contrasts: A mixed progress report. 
Oikos 77, 167-172.

Rubner, M., 1883. Über den Einfluss der Körpergrösse auf 
Stoff- und Kraftwechsel. Z Biol 19, 535-562.

Sacher, G.A., 1982. The role of brain maturation in the evolu-
tion of the primates. In: Armstrong, E., Falk, D. (Eds.), 
Primate brain evolution. Plenum Press, New York, pp. 
97-112.

Martin and Isler  4 35



Martin and Isler  4 35

Sacher, G.A., Staffeldt, E., 1974. Relation of gestation time to 
brain weight for placental mammals. American Natural-
ist 108, 593-615.

Safi, K., Seid, M.A., Dechmann, D.K.N., 2005. Bigger is not 
always better: when brains get smaller. Biology Letters 
1, 283–286.

Schluter, D., Price, T., Mooers, A.O., Ludwig, T., 1997. Like-
lihood of ancestor states in adaptive radiation. Evolution 
51, 1699-1711.

Schmidt-Nielsen, K., 1984. Scaling: Why is animal size so 
important? Cambridge University Press, Cambridge.

Sears, K.E., Finarelli, J.A., Flynn, J.J., Wyss, A.R., 2008 Esti-
mating body mass in New World “monkeys” (Platyrrhini, 
Primates), with a consideration of the Miocene platyr-
rhine, Chilecebus carrascoensis. American Museum 
Novitates 3617, 1-29.

Shevlin, M., Davies, M.N.O., 1997. Alphabetical listing and 
citation rates. Nature 388, 14.

Snodgrass, J.J., Leonard, W.R., Robertson, M.L., 2007. 
Primate bioenergetics: an evolutionary perspective. In: 
Ravosa, M.J., Dagosto, M. (Eds.), Primate origins: adap-
tations and evolution. Springer, New York. pp. 703-737.

Tregenza, T., 1997. Darwin a better name than Wallace? 
Nature 385, 480.

Vasey, N., Walker, A.C., 2001. Neonate body size and homi-
nid carnivory. In: Stanford, C., Bunn, H. (Eds.), Meat-
eating and human evolution. Oxford University Press, 
New York, pp. 332-349.

von Bonin, G., 1937. Brain-weight and body-weight of mam-
mals. The Journal of General Physiology 16, 379-389.

White, C.R., Seymour, R.S., 2003. Mammalian basal 
metabolic rate is proportional to body mass(2/3). The 
Proceedings of the National Academy of Sciences USA 
100, 4046-4049.



CHAPTER 3 
 
THE MEAning of BRAin SizE:  
THE EvoluTion of  
ConCEPTuAl CoMPlExiTy

P. ToM SCHoEnEMAnn

ABSTRACT

A complete understanding of exactly how to in-
terpret changes in brain size during human evolution 
remains a major unresolved question. A common mis-
conception is that absolute brain size is not behaviorally 
relevant, and that only relative brain size (controlling 
for body size via, e.g., encephalization quotients) has 
any evolutionary importance. It is argued that this is un-
likely to be a valid interpretation of brain size, and that 
absolute brain size itself is behaviorally relevant, both 
theoretically and empirically. It is argued that - whatever 
else brain size increases brought - they likely resulted in 
fundamental increases in the complexity of conceptual 
understanding. This, in turn, likely played a central role 
in spurring language evolution.

inTRoduCTion

The increase in size of the human brain over hu-
man evolution is one of the most extensively and clearly 
documented changes of any species so far documented 
in the fossil record. Cranial capacity estimates have been 
made for over 150 separate hominid specimens covering 
over 3 million years of evolution (Holloway et al., 2004).  
The increase in cranial capacity indicates a ~3-fold in-
crease in brain volume during this period. Because of 
the tremendous costs of increasing brain tissue, this in-
crease cannot reasonably be explained as anything other 
than adaptive (Smith, 1990). The specific costs include 
the fact that brain tissue is one of the most metabolically 
expensive tissues in the human body (Hofman, 1983), 
larger brains take longer to mature (Harvey and Clutton-
Brock, 1985), and there is a conflict between the bio-
mechanical efficiencies of narrow hips in bipeds and 

the need for a large birth canal for increasingly larger 
brained infants (Lovejoy, 1975). Thus we cannot explain 
the increase in the human brain without accepting that 
there must have been some substantial benefit. Presum-
ably this benefit had to do with behavioral abilities, but 
exactly what was selected for is not clear (Schoenemann, 
2006).

BRAin SizE And Body SizE

One question that has received considerable dis-
cussion regarding the increase in brain size is exactly 
how to account for body size increases. It has long been 
known that body size correlates with brain size across 
mammals, and this has led to a variety of measures of 
‘relative brain size’ that take body size into account. The 
mos t commonly used of these measures is Jerison’s en-
cephalization quotient (EQ), which is simply a ratio of 
a species brain size divided by the average brain size of 
a mammal with the same body size (Jerison, 1973). The 
average brain size of mammals at different body sizes 
is estimated empirically. Modern humans have EQ’s of 
between 5 and 7, depending on the mammalian sample 
used to estimate the average mammal brain/body rela-
tionship (Jerison, 1973; Martin, 1981). 

Calculating EQ is straightforward, but interpreting 
species differences with respect to what it means behav-
iorally is completely unclear. There is an unfortunate 
tendency in the human paleontology literature for EQ to 
be treated as if it were something akin to IQ. The as-
sumption seems to be that brain size variation that is ex-
plained (in the statistical sense) by body size differences 
therefore has no behavioral implications. For example, 
Kappelman (1996), in a paper assessing the possibility 
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of estimating body mass from eye orbit dimensions and 
thereby allowing EQ estimates of individual fossil speci-
mens, suggests that “…the long period of quite consis-
tent EQs through the nearly 2 million years of premodern 
Homo would predict a pattern of ‘‘behavioral sameness’’, 
which should stand in marked contrast to the behaviors 
associated with modern humans and their relatively 
higher EQ.” (p. 271). Similarly, Wynn (2002) writes that 
“Although the brain size of Nariokotome was larger than 
earlier hominids, so was his body size; there was only a 
small increase in relative brain size (compared to, say, 
Homo habilis)… It is not clear from the cranial capac-
ity that a significant increase in braininess accompanied 
this adaptive shift [in the species niche].” (p. 399). And 
Wood and Collard (1999) write that “Although there are 
substantial differences in the mean absolute brain size of 
the australopiths on the one hand and the Homo species 
on the other, some of these differences are almost cer-
tainly not meaningful when differences in the body size 
proxy are taken into account.” (p. 69). These research-
ers seem to believe that relative brain size (EQ or some 
similar measure) is the most valid criteria for judging 
behavioral abilities among species of hominids.

Exactly why this assumption is made regarding the 
interpretation of EQ is usually not explicit. It may be due 
to a mistaken belief that if brain scales with body, this 
likely indicates some sort of developmental constraint 
between them (Schoenemann, 2006). Under this concep-
tualization, one reason this might be true is that larger 
bodies might require larger brains to run them with the 
same level of sophistication. The extra brain mass that 
is associated with larger bodies (in the statistical sense) 
therefore isn’t available for additional or more complex 
behavioral functions, because it is completely devoted 
to simply maintaining the basic functional requirements 
of the additional body body mass. Kappelman seems to 
suggest this when he states: “It appears to be the case 
that many early studies of the tempo and mode of homi-
nid brain evolution focused on brain size only because 
most workers either assumed that there was no apprecia-
ble variation in body mass beyond that seen in modern 
humans, or that too few data existed to test the question.” 
(p. 268).

The problem with this perspective is that brain size 
could be associated with body size for reasons other than 
some sort of developmental constraint, or that a larger 
body somehow needs a larger brain to run it. It is clear 
from analyses of brain/body relationships in mammals 
(and other groups of animals) that species vary tremen-
dously on how much they invest in brain tissue: even at a 
given body size, the largest mammal brains can be more 
than 10 times greater than the smallest ones (Finlay et 
al., 2001; Schoenemann, 1997). This belies the view that 
body size imposes a tight constraint (developmental or 
otherwise) on brain size.

A better explanation for the association between 
brain/body size may be that brain size is constrained – 
but not determined – by the metabolic resources that are 

available to a species (Martin, 1981). These metabolic 
resources are in turn constrained by body size. Because 
of competition among and within species for survival, 
species will tend toward the higher end of the possible 
brain sizes that are supportable given metabolic con-
straints placed by their body sizes (Schoenemann 2006). 
This will lead to an association between brain size and 
body size, but not because they are developmentally 
or functionally linked. It would also explain the wide 
range of brain sizes at a given body size in mammals. 
For some species niches (e.g., those occupied by many 
primates, and humans in particular), the behavioral ben-
efits of large brains may be more important than they are 
for other species, and as a consequence, those species 
would be expected to devote a greater proportion of their 
metabolic resources to growing and maintaining brains 
(versus other body components). As a result, brain sizes 
would tend to vary with body size across mammals (and 
within other major groups of animals), but with a large 
range of variation due to the myriad of possible adaptive 
niches (varying in their cognitive demands) that species 
find themselves in. Under this model, absolute brain size 
would actually be expected to be more relevant to behav-
ior than relative brain size. Relative brain size would still 
be important, in that it would index the extent to which a 
species invests in (or the extent to which a species niche 
values) brain-related functions. However, under this 
conceptualization it would be a mistake to assume that 
species of significantly different body masses are likely 
equivalent in their behavioral abilities solely because 
they have the same relative brain size.

At a purely theoretical level, furthermore, there are 
reasons to believe that absolute brain size is more be-
haviorally important than relative brain size. First, spe-
cies with equivalent EQ’s but different body sizes (and 
hence, different absolute brain sizes) do not have (or 
lack) equivalent numbers of extra neurons (neurons in 
excess of – or less than, if they have EQ’s less than 1 
– those predicted by brain/body scaling). Jerison (1973) 
devised a way to estimate the number of these “extra 
neurons,” based on empirical estimates of the relation-
ship between neuron density and brain size. While Hol-
loway (1974) has cautioned against the uncritical use 
of such estimates, it is nevertheless clear that, e.g., a 
large-bodied species with an EQ of 2.0 will have many 
more extra neurons than a small-bodied species with the 
identical EQ. For example, using Martin’s (1981) body/
brain scaling formula for mammals, cotton-top tamarins 
(Saguinus oedipus) have and EQ of ~1.8, which is a bit 
higher than the EQ of ~1.7 found for common chim-
panzees (Pan troglodytes). However, in absolute terms, 
cotton-top tamarins have only ~4 g greater total brain 
mass than predicted for a mammal of their body mass, 
whereas chimpanzees have ~167 g extra (which alone 
is 17 times the size of an entire tamarin brain). From a 
basic circuit-design/information-processing perspective, 
it is hard to believe that these species would nevertheless 
have essentially the same cognitive abilities simply be-
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cause they have very similar EQ’s. To argue otherwise is 
to believe that larger bodied species need more neurons 
to accomplish the same sort of cognitive processing, 
solely because they have bigger bodies. This is analo-
gous to suggesting that radios in dump trucks should be 
expected to require many more electrical circuits than 
radios in small cars, solely because trucks are so much 
bigger. Since brain circuits appear to be very flexible, in 
that the processing of various cognitive functions can be 
fairly rapidly shifted to different regions if need be (e.g., 
5 days of artificial blindness in normal sighted people 
learning braille appears to lead to tactile information be-
ing processed in the primary visual cortex – which no 
longer has visual information to process, Merabet et al., 
2008), it is hard to see why larger bodies would need 
more neurons to accomplish the same cognitive func-
tions. Barring some compelling empirical reasons to be-
lieve otherwise, our starting assumption should always 
be that greater numbers of neurons should translate into 
the potential for more sophisticated cognitive processing.

It is also important to recognize that the evolution-
ary costs associated with brain size appear to be a func-
tion of absolute brain size, not relative brain size. The 
extra metabolic costs of larger brains, for example, are a 
function of the total mass of neural tissue, not a function 
of the relative size of this tissue with respect to body size.  
Using the above species comparison again, chimpanzees 
have much greater additional metabolic costs for their 
brains than do tamarins, even though they have about the 
same EQ. These larger metabolic costs may not require 
a disproportionately larger share than in smaller bodied 
animals, since larger bodied species have greater total 
metabolic resources to draw upon. However, larger bod-
ies also have greater overall metabolic demands gener-
ally. If relative brain size is the proper index of behav-
ioral ability, then, everything else being equal, species 
should evolve towards smaller body sizes to save the 
metabolic costs (of both larger bodies and larger brains) 
while maintaining the same behavioral abilities.

Similarly, maturation time is much more strongly a 
function of absolute brain size than of EQ. Using non-
human primate data from Harvey and Clutton-Brock 
(1985), age at menarche correlates with log brain weight 
at r=.83 (p<.000001), whereas it correlates with EQ only 
at r=.59 (p<.00001, EQ estimated using Martin’s 1981 
equation). Again, two species differing in absolute brain 
size but with exactly the same EQ would nevertheless 
likely differ substantially in their average maturation 
time. Everything else being equal, shorter maturation 
time is an evolutionary advantage because it translates 
into more descendents per unit time. If relative brain size 
really is the proper index of behavioral ability, then spe-
cies would again be expected to evolve smaller bodies 
(and hence smaller brains) to reduce maturation time 
while maintaining the behavioral advantages of the  
same EQ.

Thus, appropriately smaller body size would be an 
advantage if relative brain size indexes behavioral abil-

ity, because it would allow the species to maintain rela-
tive brain size while decreasing the costs of larger brains.  
It is true that there are independent costs and benefits 
to body size changes (so reducing body size might have 
other costs). If behavior is really indexed by EQ, then 
we have to come up with an independent explanation for 
the increase in body size during hominin evolution (Kap-
pelman, 1996; Wood and Collard, 1999). However this 
is complicated by the fact that the increase in body size 
occurs during a period in which hominins are becoming 
increasingly independent of their environment through 
the use of stone tool technology. Increasing behavioral 
flexibility is generally thought to be the primary adapta-
tion of hominins. If relative brain size really is the ap-
propriate measure of behavioral ability, we should ex-
pect, on this account, decreasing body size  in hominins 
over time rather then increasing body size, since it would 
result in lower evolutionary costs while maintaining be-
havioral ability. However, if instead absolute brain size 
is the better index of behavioral ability, then larger body 
size in hominins could simply reflect the need to have 
greater total metabolic resources to help pay for their in-
creasingly large brains.

Ultimately, the question of whether absolute brain 
size or relative brain size is a better index of behavioral 
dimensions is an empirical one. Studies of this issue are 
complicated by the problem of fairly assessing behav-
ioral differences between species. Species differ in both 
exactly what motivates them (e.g., types of food) as well 
as in the types of sensory information they focus on (e.g., 
visual vs. olfactory). If a species fails at a particular task, 
it might be because it is cognitively limited, but it might 
also just be because the task favors a sensory modality 
that isn’t the species strength, and/or the species is not 
properly motivated (Essock-Vitale and Seyfarth 1986; 
Striedter 2005)? Humans compared to dogs are partic-
ularly biased towards the visual domain and happen to 
particularly favor sugar. A visual task that rewards per-
formance with candy would therefore not be a fair as-
sessment of the inherent cognitive abilities of dogs. This 
said, there must be some reason why species vary in brain 
size, and if we find some behavioral task that does in fact 
correlate with aspects of brain size (either relative or ab-
solute), it is useful starting point for hypotheses about 
exactly why brains differ the way they do across species. 
Differences in sensory emphases and types of motivation 
across species are unlikely to result in a purely spurious 
association with aspects of brain size.

Their are some behavioral associations with relative 
brain size that have been found. Several studies show 
significant associations between relative brain size and 
aspects of diet. Among primates, fruit-eaters tend to have 
larger relative brain size than leaf-eaters (e.g., Milton, 
1988). Bats that subsist on fruits, flowers, meat, fish, or 
blood tend to have larger relative brain size than bats 
who are insect-eaters (Eisenberg and Wilson, 1978; 
Hutcheon et al., 2002). Striedter (2005) suggests the 
diet-related findings may be explained under a “clever 
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foraging” hypothesis: “…highly encephalized species 
[those with larger relative brain sizes] tend to forage (or 
hunt) strategically, taking into account the habits of their 
food (or prey), while less encephalized species tend to 
graze (or hunt) opportunistically.” (p. 119). Thus, it isn’t 
necessarily the case that hunters are more encephalized 
than non-hunters. The key seems to be more in the dif-
ficulty of finding one’s food. For example, it is likely 
easier for bats to find flying insects than to find fruit, 
because flying insects are everywhere but fruit is dis-
tributed patchily across both time and geographic space 
(Milton 1988). In some cases relative brain size is more 
closely associated with some behavioral dimension.  
While there are some insect-eating bats that have larger 
brains in absolute size than many fruit-eating ones, the 
fruit-eaters almost universally have larger relative brain 
sizes than insect-eating ones (Striedter, 2005).

However, these dietary associations are complicated 
by the fact that the direction of causality is not clear. Be-
cause larger brains place increased metabolic loads on 
species, it is entirely possible that larger brained species 
must eat higher quality, more nutrient dense foods to pay 
these costs (Aiello and Wheeler, 1995). In other words, 
do the cognitive demands of different types of dietary 
specializations cause increased relative brain size, or 
does increased relative brain size occur for other rea-
sons, and simply require certain kinds of foods as a re-
sult? The primary metabolic fuel for the brain is glucose, 
which happens to be found in high quantities in fruits. 
This could explain part of the tendency of primates with 
larger relative brain sizes to focus on fruits vs. leaves 
(though it does not explain, e.g., smaller relative brain 
size found among insect-eating bats, since insects are 
fairly nutrient-dense).

Another issue concerns the extent to which broad 
dietary classes, such as “fruit-eating,” are too general 
as descriptions of behavior to be of much use.  There 
are many types of fruit, and many types of fruit eaters.  
Fruit-eating would seem to encapsulate a very different 
level or categorization of behavior than does “problem 
solving,” “behavioral flexibility,” or even “3-dimen-
sional spatial recognition.”  There are likely significant 
differences in the cognitive demands of various kinds 
of fruit-eating adaptive niches.  Collapsing them all to-
gether into a single category leads to such a general level 
of description as to be helpful only for very coarse levels 
of understanding.  Such correlations are likely of limited 
value for understanding human brain evolution. 

What evidence is there for behavioral correlations 
with absolute brain size? It turns out that for a large num-
ber of studies, absolute brain size is either as good as, or 
an even better predictor of behavior than is relative brain 
size (Schoenemann, 2006). Although many studies of 
brain/behavior associations across primates usually em-
phasize measures of relative brain size, absolute brain 
size is invariably also associated with the behavioral 
dimensions assessed. For example, in Dunbar’s (1992) 
study of 38 primate species, mean group size correlated 

r=.87 (p<.001) with neocortex ratio (neocortex vs. the 
rest of the brain), but it also correlated r=.74 (p<.001) 
with the absolute size of the neocortex by itself. Reader 
and Laland (2002) similarly showed that the frequency 
of observations of social learning in 32 primate species 
correlated r=.69 (p<.00001) with ‘executive brain ratio’ 
(ratio of [neocortex + striatum] to brainstem, but that it 
also correlated r=.58 (p<.0005) with absolute ‘executive 
brain’ size (neocortex + striatum) alone. They also found 
correlations between the frequencies of innovation ob-
served in primate species and ‘executive brain ratio’ 
of r=.58 (p<.0005), but also correlations with absolute 
‘executive brain’ size alone of r=.49 (p<.005). Thus, 
for these aspects of behavior, relative brain size is only 
marginally more highly correlated than is absolute brain 
volumes, suggesting that absolute brain size alone is in-
dexing important behavioral variation.

For some particularly interesting behavioral tasks, 
relative brain size is actually worse than absolute brain 
size in predicting ability. One example is the speed at 
which an individual learns that you want it to discrimi-
nate between two objects (“learning sets”), and is essen-
tially a measure of how fast they ‘learn to learn’. This 
type of learning task works as follows. First, the subject 
is repeatedly given the choice of selecting one object out 
of a pair, with only one of these choices being rewarded 
in some way (the pair of objects stays the same during 
this time). When the subject demonstrates that they have 
learned which object gets them the reward (by consis-
tently selecting this object in subsequent trials), a new 
pair of objects is then presented, again with only one of 
them consistently earning a reward. New pairs of objects 
are introduced as soon as the subject demonstrates they 
have learned which object of a particular pair is being 
rewarded. If the subject learns the basic idea behind this 
task (i.e., that one of a pair will always be rewarded), 
they learn which object of subsequent pairs is rewarded 
with fewer and fewer trials. The speed at which the sub-
ject gets better at this type of task (learns to learn) can 
be indexed by assessing the % correct on the second 
presentation of each set of objects (the first presentation 
of a given pair can only be guessed at). As the subject 
learns, their likelihood of selecting the correct object on 
the second presentation increases. Human children learn 
this type of task after only a few learning sets (pairs of 
objects), whereas it takes rats over a 1000 learning sets 
to approach only ~60% correct on the second trial (50% 
is guessing randomly, Passingham 1982).

It turns out that this experimental behavioral mea-
sure is much more strongly correlated with absolute 
brain size than it is with EQ. Figure 1 shows the rela-
tionships between log learning set slopes (calculated 
from the second-trial % correct plots) against either log 
brain size or log EQ (data from Riddell and Corl, 1977). 
Though the number of species is small (N=11), it is clear 
that brain size is much more strongly associated with 
learning set slope than is EQ (though the relationship for 
both is nonlinear even for log transformed data). Though 
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Figure 1: Associations between learning set slope and A. log brain mass (g), B. log EQ.  Learning set slope is a 
measure of how fast a species learns which of two items is associated with a reward.  EQ calculated using 
Martin’s (1981) formula.  Data from Riddell and Corl (1977).  The relationships are nonlinear: [log learning 
set slope] = .237[log brain size (g)]2 - 2.075, r=.98, p<.001; [log learning set slope] = 2.556[log EQ]2 - 1.761, 
r=.61, p<.05
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it is theoretically possible that some of the differences 
between species may be due to insufficient motivation 
and/or differences in sensory emphasis (the learning set 
studies collected by Riddell and Corl 1977 used visual 
discrimination), however these differences would then 
have to independently correlate perfectly with brain size.  
This is of course possible, but unlikely.

More recently, Rumbaugh and colleagues have de-
vised an ingenious method for controlling for possible 
cross-species learning confounds (Rumbaugh, 1997; 
Rumbaugh et al., 1996). Their technique involves train-
ing two sets of subjects on a discrimination task, but 
training them to different levels of accuracy (67% cor-
rect vs. 84% correct). The subjects are then tested with 
the conditions reversed, such that the object that was 
initially not rewarded now is not, and the object that 
wasn’t rewarded now is. The score for a species (which 
Rumbaugh and colleagues refer to as the “Transfer In-
dex”) is the difference between the two groups on their 
percentage correct for these new, reversed-reward trials. 
Thus, the measure is insensitive to the total number of 
trials needed to get to some level of accuracy. Instead, 
it measures how different levels of learning in a species 
(however long it takes to be achieved) affect subsequent 
learning. As such, it is much less sensitive to problems 
of motivation and/or differences in sensory abilities. For 
some species, such as the talapoin monkey (Cercopithe-
cus talapoin), learning the task to 84% accuracy results 
in relatively poorer performance when the rewards are 
reversed than if the task was learned only to 67% ac-
curacy. In other words, the better this species learns a 
to favor a particular object in a discrimination task, the 
harder it is for it to switch. By contrast, for species such 
as the gorilla (Gorilla gorilla), learning the task to 84% 
accuracy results in better performance on subsequent 
trials where the rewards are reversed. Gorilla’s seem to 
learn the general idea behind the task, such that they are 
flexibly able to apply the idea of descrimination (as a 
concept) to a series of tasks, rather than simply learn a 
series of object discriminations, each essentially discon-
nected from the rest.

What is particularly interesting about this work is 
that Transfer Index correlates r=.82 (N=13, p<.001) 
with the absolute amount of brain a species has in excess 
of that predicted by their body weight (“extra brain vol-
ume”, Rumbaugh, 1997; Rumbaugh et al., 1996). It does 
not correlate significantly with EQ, however. Talapoin 
monkeys have an EQ of 2.9, whereas gorillas have an 
EQ of only 1.2 (Schoenemann 1997), for example, yet 
talapoin monkeys have the lowest transfer index score 
while gorillas have one of the best scores (trailing only a 
group of language-trained apes).

Furthermore, a recent exhaustive meta-analysis of 
the literature by Deaner et al. (Deaner, 2006) show that 
some species consistently tend to do better across a wide 
range of behavioral tasks, and that this cannot easily be 
explained by methodological confounds. Furthermore, 
Deaner et al. (2007) show that the absolute brain vol-

ume correlates most strongly with the relative rankings 
of general behavioral ability revealed by their meta-anal-
ysis. Various measures of relative brain size (such as EQ) 
were much worse.

Thus, it is quite clear that absolute brain size is 
strongly associated with important and interesting be-
havioral dimensions across species. It is important to 
note that studies of more broad behavioral domains 
indexed by the size of the social group (Dunbar, 1992) 
and the tendency towards social learning and innovation 
(Reader and Laland, 2002) show the highest correlations 
with EQ, whereas controlled laboratory studies focusing 
on ‘learning to learn’ show the lowest correlations. It is 
therefore not legitimate to ignore or discount changes in 
absolute brain size during human evolution when assess-
ing behavioral evolution.

This said, it is important to note some caveats.  
First, not every cognitive domain is necessarily associ-
ated with larger brain size. Echolocating bats seem to 
be able to accomplish extraordinary behavioral feats of 
sound processing without requiring large brains (or large 
EQ’s). Second, although between-species associations 
between brain size and behavioral ability presumably 
require non-zero brain/behavior associations within spe-
cies, these can be very small while nevertheless remain-
ing highly evolutionarily significant (Schoenemann et 
al., 2000). Finally, we don’t want to forget that there can 
also be meaningful localized associations between brain 
anatomy and behavior that likely have played critical 
roles in human evolution. These constitute part of what 
Holloway refers to by functional reorganization (Hollo-
way, 1995).

loCAlizEd BRAin/BEHAvioR funCTionS

The brain is of course not an undifferentiated mass 
of neurons, but does have a significant degree of local-
ization of function. This localization appears to be quite 
flexible, however, as has been revealed by studies of 
changes in localization of function in individuals who 
lose a limb or some form of sensory input (e.g., perma-
nent or even temporary blindness as discussed above, 
see also Ramachandran, 2004). Studies of cortical maps 
in species with various specialized behavioral adapta-
tions show predictable changes in the relative propor-
tions of particular areas of their cortex (Krubitzer, 1995).  
Star nosed moles (Condylura cristata) have very little 
need for visual information, as they live most of their 
life underground, and predictably they have very small 
visual cortices. About half the cortex of the echolocating 
ghost bat (Macroderma gigas) us devoted to processing 
sound information (Krubitzer, 1995). This pattern holds 
even within the human brain: it has long been recognized 
that the size of various regions of both the primary mo-
tor and primary somatosensory areas are proportional to 
the degree of elaboration of function for a given part of 
the body. This is usually depicted graphically with a ‘ho-
munculus’, in which the size of different parts of the ho-
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munculus are drawn approximately proportional to the 
relative size of the corresponding portions of the cortex 
devoted to those areas.

There are also a few studies suggesting that variation 
within humans in the size of specific areas of the cortex 
predicts behavioral abilities mediated by those areas. We 
have shown, for example, that size of a proxy measure 
of the prefrontal (i.e., all cortex anterior to the corpus 
callosum) correlates with performance on the Stroop test 
of the ability to focus on key stimuli in the face of dis-
tractors (Schoenemann et al., 2000). This is consistent 
with the finding that children with attention-deficit/hy-
peractivity disorder (ADHD) have smaller superior pre-
frontal volumes than healthy controls (Hill et al., 2003). 
More recently, we have found an association between 
the size of areas of the corpus callosum and behavioral 
domains in an MRI study of health human females. This 
work was inspired by Ralph Holloway’s many studies of 
sex differences in the corpus callosum, and his hypoth-
eses regarding its possible evolutionary explanation (de 
Lacoste-Utamsing and Holloway, 1982; Holloway, 1990; 
Holloway et al., 1993; Holloway and de Lacoste, 1986; 
Holloway and Heilbroner, 1992). Specifically, Hol-
loway has suggested that social communication might 
have been particularly strongly selected for in females, 
and that this is likely to require more cross-talk between 
the cerebral hemispheres, but that visuospatial abilities 
(which males tend to be better at on average) might be 
better processed in one dominant hemisphere (Holloway 
et al., 1993). If this is correct, we might expect to find 
that the mid and anterior portions of the corpus callosum, 
which connect temporal and frontal lobe areas thought to 
be important to social domains, would be larger in indi-
viduals who are particularly socially adroit. Conversely, 
the splenium (posterior portion) of the corpus callosum, 
which connects visual cortical areas and portions of the 
parietal lobes known to be involved in spatial process-
ing, might be expected to be smaller in individuals who 
are particularly good at spatial tasks. In a sample of 36 
female sibling pairs, we found patterns consistent with 
this: smaller splenia were associated with better perfor-
mance on a mental rotation task, whereas larger anterior 
and mid portions of the corpus callosum were associated 
with a greater degree of social interaction (specifically: 
the number of people the subject reported talking to for 
more than 5 minutes in the last week). Figure 2 illus-
trates these relationships (unpublished data). These data 
suggest that localized variation even within species may 
be associated with behavioral differences.

Thus, both overall absolute brain size, as well as at 
least some localized neuroanatomical variation, appear 
to be associated with behavior. Both of these need to 
be recognized in any complete understanding of human 
evolution. It should be noted here also that the absolute 
size of localized regions are likely to be behaviorally 
relevant independent of their relative size compared to 
other regions, or the rest of the brain. Partly, there is no 
reason to believe a priori that a given circuit is likely to 

Figure 2: Associations between size variation in cross-
sectional areas of the corpus callosum 
and A. mental rotation ability, B. degree of 
social interaction. Black-to-yellow indicate 
increasingly larger positive correlations; blue-
to-green indicate increasingly larger negative 
correlations. Mental rotation ability is generally 
negatively associated with localized corpus 
callosum size, whereas degree of social 
interaction is generally positively associated.  
Mental rotation ability was tested using a 
computerized version of the Vandenberg and 
Kuse (1978) test. Degree of social interaction 
was indexed by reported number of individuals 
talked to in the last week for more than 5 
minutes.  Localized anatomical variation 
was quantified using non-rigid deformation 
techniques (see e.g., Avants et al. 2006). 
These relationships are correlations of sibling 
differences in anatomy with sibling differences 
in behavior, thereby controlling for possible 
between-family confounds, such as socio-
economic status, that might lead to artifactual 
correlations between anatomy and behavior 
(Schoenemann 2006).
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work less well if there are more circuits in other regions 
(subserving other behaviors) than if there are fewer cir-
cuits in those other regions. However it is also difficult to 
square the supposed critical importance of relative area 
size with the fact that evolutionary costs of neural tissue 
are a function of absolute size, not relative size. If rela-
tive size of a circuit was generally the most behaviorally 
relevant measure, then species would have evolve very 
small brains, but with just the right proportions, thereby 
saving the metabolic and maturational costs but main-
taining the behavioral benefits.

funCTionAl loCAlizATion  
AS A ConSEquEnCE of inCREASing 

BRAin SizE

Comparative studies of brain size differences across 
species have highlighted an important change that ap-
pears to go hand-in-hand with brain size increase. As 
brain size increases, different areas of the cortex become 
less directly connected with each other. This appears to 
be a related to the fact that the number of connections 
between neurons (or between cortical columns) has to 
increase much faster than the increase in neurons, if each 
is to remain equally well connected (meaning: directly 
connected) to all others (Ringo, 1991). It is structurally 
much easier for smaller brains to have more direct con-
nections between more areas than it is for larger brains.  
This fact is reflected in the proportions of white vs. gray 
matter in different sized brains. White matter consists 
primarily in connective axons between relatively distant 
areas, whereas gray matter consists primarily of neuron 
cell bodies and dendrites. If equal connectivity is to be 
maintained between neurons, we should expect white 
matter to increase much faster than gray matter. Empiri-
cally, larger brains do in fact have proportionately more 
white matter than smaller brains, but not enough to main-
tain equal connectivity among all regions (Ringo 1991).  

This has an important general functional conse-
quence, because it means that as brains increase in size, 
areas are increasingly able to carry out processing inde-
pendent of other regions. This leads inevitably to func-
tional specialization, in which different areas process 
different kinds of information in different ways. Empiri-
cally, larger brained species have been shown to have 
larger numbers of distinct cortical areas (Northcutt and 
Kaas, 1995).  Rodents, for example, have only 5–8 visual 
areas whereas primates have 20–30 (Northcutt and Kaas, 
1995). Changizi  and Shimojo (2005) showed there is 
in fact a predictable relationship between the number of 
distinct, identifiable cortical areas across mammals and 
a species brain size. 

This increase in functional specialization has impor-
tant behavioral consequences. First, new specialized ar-
eas allow for more sophisticate processing of particular 
types of information. This is an important component of 
the story, but I wish to focus here on a more general con-
sequence, that operates at a higher hierarchical level of 

brain function. Specifically, the greater the independence 
of different areas, the greater will be the sophistication 
of processing of information overall. Such independence 
makes parallel processing increasingly possible, and this 
has significant consequences because it leads to greater 
sophistication in behavioral response.

Furthermore, ‘actions’ (outputs of various kinds 
from different areas) can increasingly be separated from 
inputs. One can imagine a continuum of types of neu-
ral circuits, with simple reflex loops involving a single 
synapse (e.g., startle reflexes that close the eyelids when 
fast-moving objects approach the eyes) to complex de-
liberative circuits involving many subunits (functional 
areas) processing many different kinds of information 
both serially and in parallel. The later type of circuits 
are by definition not fast, but they are smart, flexible, 
and adaptive – the epitome of ‘thoughtful’ processing.  
Increasing numbers of increasingly separate functional 
areas inevitably leads to a wholly different kind of be-
havioral repertoire, that we generally associate with 
intelligence. Note also that this is a consequence of in-
creasing absolute brain size, not of increasing relative 
brain size (except, of course, insofar as those two are 
conflated, as occurred during much of human evolution). 

ConCEPTuAl CoMPlExiTy And  
BRAin SizE

The concept of intelligence is notoriously difficult 
to define to everyone’s satisfaction. However, whether 
or not one agrees that intelligence refers to the degree of 
complexity of information processing, the increase in the 
number of quasi-independent processing areas occur-
ring as a consequence of increasing brain size would at 
least have lead to an increase in the complexity, subtlety, 
and sophistication of our conceptual universe (Schoen-
emann, 2005). By “conceptual universe” I mean the to-
tality of all our conceptual understanding, whether it is 
closely grounded in direct sensory experience (e.g., [hot 
(temperature)] [water], [ball], etc.), or is more abstract 
([evolutionary fitness], [contingent], [love], etc.). Con-
ceptual complexity may be thought of as proportional 
to the number of independent dimensions the brain can 
meaningfully distinguish. “Meaningful” distinctions, in 
this view, would be differences the brain can detect in 
patterns of stimuli that, in turn, make a difference in how 
the brain can respond. “Dimensions” are aspects of re-
ality that the species is sensitive to (e.g., chemicals in 
the air, liquids, or solids, electromagnetic radiation, air 
pressure vibration, levels of energy, physical pressure, 
time) as well as internally generated states (emotions, 
logic, etc.). To see why we should expect brain size to be 
relevant to this aspect of our cognition, it is necessary to 
think about how concepts are instantiated in our brain.

Concepts appear to be networks of activation be-
tween different areas of the brain, which more or less 
specialize in particular types of processing of particular 
types of information. Functional imaging studies support 
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this contention by showing, for example, that passively 
reading action words that refer to different body parts 
activates the same cortical areas as does movement of 
the implied body part (Pulvermüller, 2005). Thus, the 
concept [kick], brought to mind by the word “kick”, ac-
tivates the areas involved in actually kicking.  Similarly, 
imagining (but not actually seeing) an object often acti-
vates the primary visual areas that are active when the 
object is seen (Damasio et al., 1993; Kosslyn et al., 1993; 
Kosslyn and Thompson, 2003). Behavioral studies on 
correlations between different word meanings suggest 
that the organization of features associated with different 
word meanings plays a critical role in the organization 
of semantic memory (McRae et al., 1997). These studies 
indicate also that information does not flow exclusively 
in one direction, from primary sensory areas on to sec-
ondary sensory and association areas. The activation of 
primary sensory areas can occur as a result of internally 
generated activity in other areas of the brain.

Furthermore, even relatively simple conceptual 
awareness is typically the result of the combination of 
processing from a variety of cortical areas. For exam-
ple, our experience of taste is actually the result of the 
interaction of olfactory (smell) and gustatory (taste) in-
puts (e.g., banana ‘taste’ is actually a smell). Auditory 
perception of simple phonemes is partly a function of 
concurrent visual input of a speaker’s face (McGurk and 
MacDonald, 1976). Thus, conceptual awareness requires 
the integration of processing from different areas, and 
this integration is made possible by neural connections 
between areas.

It stands to reason that the more processing areas a 
brain has, the greater the degree of complexity of the pos-
sible interactions between these areas. Since conceptual 
awareness involves activating neural networks connect-
ing different areas, and since larger brains have larger 
numbers of quasi-independent specialized processing 
areas, larger brains can potentially create a greater diver-
sity of concepts and a richer and more subtle conceptual 
understanding. Deacon’s (1997) thesis regarding the evo-
lution of symbolic understanding incorporates this idea 
of conceptual awareness requiring the integration of dif-
ferent neural areas, but he argues that language required 
an additional step not found in other animals (potentially 
explaining why other animals don’t have language). For 
Deacon, the key is the ability of conceptual networks to 
interact more directly with each other, rather than being 
tied to their grounding in basic sensory information. This 
would ultimately allow the brain to think entirely con-
ceptually – essentially to form concepts about concepts.  
Whether or not humans are truly unique in this regard 
is debatable, but it certainly is clear that human brains 
have a much greater potential for creating a much greater 
diversity of conceptual networks.

One simple way to illustrate how simple brain size 
increases might lead to massive increases in conceptual 
complexity is to note how fast the logically possible 
ways of combining different processing areas together 

increases as a function of the total number of areas. As-
sume for argument’s sake that, as a (gross) simplifica-
tion, a single concept involves the interaction of a unique 
subset of n processing areas. The total number of con-
cepts would then be the total number of unique subsets 
of n areas, which can be shown to be 2n.  This means that 
the total number of concepts would double with the ad-
dition of each new area. To put this into context, consider 
that Changizi and Shimodo’s (2005) equation estimating 
the number of distinct areas as a function of brain size 
predicts that chimpanzee-sized brains would have ~100 
areas, whereas a human-sized brain would have ~150 ar-
eas. There are 250 times as many unique subsets of 150 
areas as there are of 100 areas.

This simple calculation should not be taken as a 
straightforward estimate of the degree of difference in 
conceptual complexity between chimpanzees and hu-
mans, of course. For one thing, not every unique combi-
nation of processing areas leads necessarily to a unique 
concept. The concept of [baby] involves such ideas as 
soft skin and hair (a tactile sensation), small physical size 
(a visual and/or tactile-pressure sensation), various cries 
and other sounds (acoustic sensations), and so forth. One 
would not want to argue that the concept of [baby] nec-
essarily requires concurrent activation of all these areas.  
A species lacking some particular sensory processing 
area relevant to the human conceptual understanding of 
[baby] would not necessarily lack the concept of [baby] 
completely, even though it would clearly be different in 
some potentially important way. Similarly, the activa-
tion of, say, one less area than is typical for the com-
plete concept of [baby] in humans does not constitute 
a completely unique concept. It would, however, likely 
be subtly different. The nature of conceptual networks is 
that activation of a portion of the network usually leads 
to the activation of the entire network.

Another complication is that, as alluded to above, 
there appear to be real differences in the complexity of 
internal processing of particular areas in different spe-
cies. The pattern for the human somatosensory cortex, 
in which regions corresponding to parts of the body 
for which we have more sensitivity are expanded, is a 
manifestation of a more general pattern across species. 
Racoons (Procyon lotor), for example, have distinct cor-
tical gyri for individual digits on their hands (and rela-
tively large somatosensory cortices generally compared 
to carnivores), which correspond to their highly devel-
oped manual dexterity(Krubitzer, 1995). This indicates 
that the same area in different species can differ substan-
tially in the complexity of information processing that 
can be accomplished in given cortical areas. However, 
the complexity of processing is at least loosely indexed 
by the size of a given area, and this must translate into a 
difference in the subtlety and sophistication of concep-
tual understanding for which that area participates in cre-
ating. All of this suggests that the degree of complexity 
of conceptual understanding can reasonably be consid-
ered a function of brain size.
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PREfRonTAl CoRTEx And  
ConCEPTuAl undERSTAnding

Having many different areas processing many dif-
ferent kinds of information in many different ways is 
not – by itself – sufficient to produce useful thinking or 
conceptual understanding. What is needed is a way to 
organize and prioritize processing from different areas 
in a meaningful way. It appears that a variety of areas in 
the prefrontal cortex are specialized for just this sort of 
processing. The prefrontal cortex also appears to play a 
general oversight role with respect to processing in other 
areas of the brain, and in planning generally (Damasio, 
1985). Drugs that are used to moderate the symptoms of 
Attention Deficit/Hyperactivity Disorder (ADHD), such 
as ritalin, act by making the prefrontal cortex more ac-
tive, for example [they are in fact stimulants, but they 
are highly specific with respect to what they stimulate 
cite????]. The prefrontal cortex is also active when learn-
ing a new task (Cabeza and Nyberg, 2000), when making 
any free choice that isn’t tightly constrained by the con-
text (Frith et al., 1991; Lau et al., 2004), as well as when 
experiencing surprising events (Fletcher et al., 2001).  
With respect to the question of conceptual awareness, 
areas in the prefrontal appear to be centrally involved in 
conceptual/semantic information processing (Gabrieli et 
al., 1998; Gaillard et al., 2000; Kerns et al., 2004; Luke 
et al., 2002; Maguire and Frith, 2004; Thompson-Schill 
et al., 1997; Thompson-Schill et al., 1998).

If larger brains tend to have increased numbers of 
cortical areas, and more cortical areas lead to greater 
possible complexity of conceptual understanding, and 
the prefrontal cortex plays a key role in organizing the 
interactions between these areas, we might expect there 
to be a biased elaboration in the prefrontal cortex with 
increasing brain size. Furthermore, since the increase in 
possible interactions between areas increases geometri-
cally with the increase in areas, we might expect the pre-
frontal to increase much faster than the rest of the brain 
(i.e., positive allometry). The evidence in fact supports 
this prediction. Semendeferi et al. (2002) found positive 
allometry for the entire frontal (of which the prefrontal 
is a subset) with respect to the rest of the brain. Our own 
study found statistically significant positive allometry 
for a proxy measure of the prefrontal itself (i.e., total ce-
rebrum anterior to the corpus callosum, Schoenemann et 
al., 2005). This is also true of the cytoarchitectural data 
from Brodmann (1912), though the data just misses sta-
tistical significance (the slope of the regression line pre-
dicting log prefrontal cortical area from log non-prefron-
tal cortical area is 1.13, with 95% confidence intervals 
ranging from 0.99 to 1.28; N=11, excluding humans). A 
cytoarchitectural study of area 10, a subset of the pre-
frontal cortex, in apes shows particularly strong positive 
allometry (slope of the regression predicting area 10 vol-
ume from total brain volume is 1.64, with 95% confi-
dence intervals ranging from 1.16 to 2.12; N=5) (see also 
Holloway, 2002; data from Semendeferi et al., 2001).  

Area 10 is particularly important for planning in general 
(see references in Semendeferi et al., 2001), and is also 
specifically implicated in semantic processing (word 
meanings, e.g., Gabrieli et al., 1998; Luke et al., 2002).  
By contrast, area 13 of the prefrontal, which is more 
closely associated with aspects of social cognition and 
not semantic and/or conceptual information processing, 
does not show evidence of positive allometry in apes, 
but instead appears to be isometric (slope of the regres-
sion predicting area 13 volume from the volume of the 
rest of the brain is 1.01; N=5, NS). Thus, the prefrontal 
itself, as well as at least one relevant subdivision – area 
10, appears to increase in size faster than the rest of the 
brain, which is exactly what we would predict given its 
oversight role organizing activity in posterior areas of 
the brain.

There is also some evidence that the human prefron-
tal is particularly enlarged, above that predicted by these 
positively allometric relationships (i.e., that it got bigger 
even faster than one would predict from primate brain 
scaling relationships). Brodmann’s (1912) data suggest 
this (Deacon, 1997), as do studies estimating cortical 
folding in anterior vs. posterior regions (Armstrong et 
al., 1991; Rilling and Insel, 1999). Studies estimating the 
relative increase in size of the prefrontal from studies 
morphing other species brains in to human brains also 
support this contention (Avants et al., 2006; Van Essen, 
2005; Zilles, 2005). Uylings and Van Eden (1990) do 
not show increased prefrontal in humans, but their mea-
sure of prefrontal is based on thalamic projection pat-
terns, which show much more overlap in smaller brained 
species, thereby confounding the analysis.  The human 
frontal lobe as a whole (which includes areas in addition 
to the prefrontal) – although significantly bigger in ab-
solute terms than any other primate – is slightly smaller 
than primate trends predict (though not statistically sig-
nificantly so, see figure 2 of Semendeferi et al., 2002).  
Our proxy of the prefrontal, on the other hand, suggests 
that humans do have significantly more prefrontal than 
primate trends predict (figure 4 of Schoenemann et al., 
2005). This seems to suggest that, as one looks at in-
creasingly anterior portions of the cerebrum, that hu-
mans are disproportionately enlarged beyond even what 
the positive allometry in primates predicts (see discus-
sion in Schoenemann, 2006).

As the prefrontal cortex plays an oversight role or-
ganizing activity in posterior regions, it is not surprising 
that it has extensive connections to many areas of the 
brain (Deacon, 1997). Given that larger brains tend to 
have greater numbers of cortical areas, we might also ex-
pect there to be a particular bias with respect to estimates 
of connectivity to and from the prefrontal. One way to 
estimate this is through comparing white matter volumes 
in this region among primates, since white matter con-
tains mostly long-distance axonal connections. Our own 
study found that the white matter regions of the human 
prefrontal showed the greatest degree of disproportion 
compared to primate scaling trends, in fact accounting 
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for most of the disproportion of the prefrontal as a whole 
(Schoenemann et al., 2005). Schenker et al.’s data (2005) 
also suggest a disproportionate increase in white matter 
of the entire frontal (Schoenemann, 2006).

These studies are consistent with the idea that in-
creasing brain size led to dramatic increases in concep-
tual complexity, and that this required disproportionate 
increases in the size of the prefrontal over other areas.

ConCEPTuAl CoMPlExiTy And THE 
EvoluTion of lAnguAgE

Given that language presupposes a rich conceptual 
awareness in order to make communication (and/or con-
ceptual (‘symbolic’) thinking) a useful exercise in the 
first place, the likely importance brain size increase has 
for understanding language evolution is straightforward. 
The connection between increasing conceptual com-
plexity and language evolution has in various ways been 
pointed out repeatedly, particularly with respect to the 
role brain size likely has played in this equation (Dea-
con, 1997; Gibson, 1988; Gibson, 2002; Gibson and 
Jessee, 1999; Gibson et al., 2001; Schoenemann, 1999; 
Schoenemann, 2005). The relevance of brain size evolu-
tion to language evolution also has a long history, going 
back at least to Darwin himself (Darwin, 1882; Dunbar, 
1996; Nadeau, 1991; Wang, 1991; Washburn, 1960).

Although it has been claimed that the use of natu-
ral language syntax and grammar are unique to humans, 
and that other animals cannot learn them (e.g., Pinker, 
1994), descriptions of “universal grammar” (i.e., those 
grammatical features common to all languages) appear 
to simply reflect general descriptions of our conceptual 
universe rather than a series of specific rules (Schoen-
emann, 1999; Schoenemann, 2005). It is true that indi-
vidual grammatical rules found in individual languages 
are often quite specific, to the extent that linguists do 
not understand how they could be learned without highly 
specific innate cognitive structures (an argument from 
“personal incredulity”, Dawkins, 1986). However, these 
are invariably restricted to specific languages, and as 
such cannot be considered “universal” without special 
pleading. The features that are universal turn out to be 
general things like hierarchical structure, rules specify-
ing argument structure (e.g.,: who did what to whom; the 
specific ways this is accomplished however vary across 
languages), a noun-verb distinction (which also varies 
across languages), and so forth (see Pinker and Bloom, 
1990).

Because these features appear to reflect our concep-
tual understanding, they raise the question of whether 
the rules of syntax and grammar that are supposed to be 
unique to human language are actually simply cultural 
manifestations of our underlying conceptual understand-
ing of the world (Schoenemann, 1999; Schoenemann, 
2005). Pinker and Jackendoff (2005) seem to suggest this 
when they state that “...the only reason language needs to 
be recursive is because its function is to express recursive 

thoughts. If there were not any recursive thoughts, the 
means of expression would not need recursion either.” 
(p.  230). Though they themselves believe that recursion 
in language is not “...a straightforward externalization of 
a single [internal] recursive system...” (p. 231), this does 
not rule out recursion’s emergence from these apparent 
conceptual precursors. In fact, a great deal of work, par-
ticularly in computational modeling, has suggested that a 
structure can emerge (in the cultural evolutionary sense) 
simply from repeated attempts at communication among 
individuals (Kirby, 2000; Kirby and Christiansen, 2003).  
Whether this ultimately explains all grammar and syn-
tax found in human languages is an open question, but 
enough has been shown so far as to make claims that it 
can’t possibly do so obviously premature.

Regardless of one’s position on this question, how-
ever, language evolution was clearly built on a rich 
conceptual structure that predated language itself. This 
in turn appears to owe its existence to the dramatic in-
crease in brain size that occurred during our evolutionary 
history.
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This Chapter is dedicated to the memory of Dr. Mi-
chael S. Yuan, who conceived this Festschrift, and whose 
untimely death in 2008 robbed many of us of a cherished 
friend, colleague, and scientist.

InTroducTIon, lIneS of evIdence

There are really four approaches toward understand-
ing how the human brain evolved: 

(1) comparative neuroanatomy, which can compare 
the brain structures, size differences, pathways, and 
neurochemistry between living, extant species, each of 
which is the terminal end product of their own line of 
evolutionary development. This approach is indispens-
able for understanding the relationships between behav-
ioral and neural variations. As such this approach is indi-
rect, because the animals compared are not evolutionary 
stages, but end products, each with a separate evolu-
tionary history of variable time depth. For example, an-
thropologists and neuroscientists are often comparing 
present day chimpanzee brains with modern monkey 
and human brains, and the implicit assumption is that 
the chimpanzee of today is the same as the chimpanzee 
ancestor which split from the hominid line some 5-7 mil-
lion years ago. Since we do not have a fossil record for 
the chimpanzee we cannot be sure that it hasn’t under-
gone significant evolutionary change since 5-7 million 
years ago (see, for example, the papers of Rilling, 2006; 
Schoenemann, 2006; Semendeferi, this volume; Hollo-
way, 2009).

(2) The second approach is paleoneurology, or the 
study of brain endocasts made from the crania of fossil 
animals, in particular, hominins from about 3-4 million 
years ago to the present. This is, at present, the only di-

rect evidence available for human brain evolution (see 
Holloway et al., 2004 and associated references).

(3) A newer approach, however, is developing 
which offers great promise for understanding human 
brain evolution, and that is the nascent field of molecular 
neurogenetics, which in time may be able to unravel the 
actual genetic/target tissue/behavioral changes that took 
place in the past.

(4) The fourth method is simple speculation, often 
derided as “just-so stories” that abound in both the sci-
entific and lay press. Examples include cooling of the 
brain/radiator hypothesis; singing Neandertals, increased 
senses of humor to whet the selective and receptive  appe-
tite of females, throwing, tool-making, the need for high 
protein sources, the necessity for cooking meat, working 
memory,  etc, etc. All of these, none of these, or some of 
these could be true, but behavior simply does not fossil-
ize, and testing these ideas against either comparative, 
or paleoneurological evidence is extremely difficult if 
not practically impossible. Nevertheless, insofar as such 
speculations challenge us with more focused attention 
to variables involved, testable hypotheses can emerge, 
leading to further testing. Of course the fossil record is 
limited, but who is to say that we perceive all of what 
presently is available in all of its details and associations.

PAleoneurology: The dIrecT 
evIdence

What sorts of data can one retrieve from the paleo-
neurological approach? First, one needs to remember 
how poor the data is, as each endocast is simply a cast 
of the interior of a skull, and therefore not a brain, but 
rather an impression left on the internal table of bone 
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Figure 1.  Dorsal view of an actual brain and the endocast made from its cranium. Note how few, if any, convolutional 
details are retained on the endocast.
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meaning the outer layer of the dura mater, while the once 
living brain was covered by two additional menigeal tis-
sues, arachnoid tissue (containing cerebral spinal fluid) 
and the pia mater, which invests itself on the cortical sur-
face. All three meninges “conspire”, so to speak, against 
the complete and faithful impressions of the cerebral and 
cerebellar convolutions on the internal table of the skull.

Four different types of important data can be re-
trieved from endocasts: 

(1) First, and probably most important, is the overall 
size (volume) of the endocast, which provides a close 
approximation to actual brain weight of the once throb-
bing living brain. The accuracy obtained will depend on 
the completeness of the cranial remains, the amount of 
distortion, and if based on CT scans, the density profiles 
used in defining edges and contrasts. 

(2) Depending on how well some of the gyri and 
sulci are impressed through the dura mater, once can 
get some idea of the extent and form of the various ce-
rebral lobes, i.e., prefrontal, frontal, parietal, temporal, 
and occipital, however controversial the interpretations. 
In general, the central sulcus which divides frontal and 
parietal lobes is seldom visible on hominin endocasts, 
except possibly in its most superior portion. The pre-
central sulcus is more frequently visible, but never in 
its full extent. Similar difficulties exists in defining the 
boundaries of parietal, temporal and occipital lobes since 
no cytoarchitectonic data is present, and one must use 
classical landmarks of neuroanatomical lobar divisions, 
which in addition to being arbitrary, are not plainly vis-
ible on endocasts. On the other hand, one can make out, 
albeit dimly, possible sulci and gyri such as superior and 
middle temporal gyri, lunate sulcus and inferior occipital 
sinus, retrocalcarine sulcus, supramarginal and angular 
gyri on the parietal lobe (although never completely), 
and while the Broca’s cap regions of the prefrontal lobe  
may show a morphology similar to that found in modern 
humans from Homo erectus on, it is rarely the case that 
the pars opercularis, p. triangularis, and  p. orbitalis can 
be readily visualized.

(3) In humans, and those fossil hominins attributed 
to the genus Homo, one usually finds that the cerebral 
hemispheres are asymmetrical, and close correlations 
with handedness have been shown between the petalias 
(projections of either occipital and/or frontal lobes more 
to one side than the other.) Indeed, some of the fossils 
provide evidence of cerebral asymmetries from about 2 
million years ago to the present. The prefrontal regions, 
which include Broca’s caps of the third inferior frontal 
convolution, including pars opercularis, triangularis, 
and orbitalis, are sometimes asymmetrical as in mod-
ern humans. These asymmetries suggest, through the 
assumption of homologous structure and function, that 
the basic human-like organization of the brain was estab-
lished early in hominin evolution. In other words, if we 
know from studying modern humans through neuroanat-
omy, surgical procedures, PET, MRI, fMRI, and dissec-
tion, that handedness involves cerebral asymmetry and 

specialization, and that Broca’s regions are involved in 
an important manner with language production, and we 
find these same appearances on say, Neandertal or Homo 
erectus endocasts, can we reasonably speculate that these 
hominids also had cerebral dominance and language be-
haviors similar, if not identical to our own? As to how 
old such asymmetries are is clouded by the more recent 
findings of asymmetries in chimpanzees. Asymmetries 
are of course found in many different animals.

(4) One can take numerous measurements on the 
endocasts, and using multivariate statistical procedures, 
attempt to show more objectively how endocast shape 
patterns vary between different hominin groups. These 
biometrical approaches are becoming standard in endo-
cast descriptions as seen in the many articles by Bruner 
(this volume), Bruner and Holloway 2010, Grimaud-
Hervé (this volume), and Wu et al (2010).. These ap-
proaches are needed to test preliminary qualitative obser-
vations regarding endocast morphologies and taxonomic 
differences, as well as evolutionary behavioral explana-
tions. These are difficult as almost every single measure-
ment taken is allometrically related to overall volume.

Mosaic Brain Evolution in HoMinins

If both the data for brain size increases through time 
and key reorganizational features of the brain’ surface, 
such as petalias, asymmetries in Broca’s regions, a re-
duction in primary visual striate cortex, or area 17 of 
Brodmann are accurate, it is clear that the human brain 
underwent an evolutionary trajectory that intercalated 
size increases with organization changes, and that the 
evolution of the human brain was a complex mosaic af-
fair, involving more than simple brain size increase and 
encephalization.

Even the australopithecines, the earliest hominins of 
2-4 million years ago, show that despite their ape-sized 
brain volumes, they had a cortex reorganized toward a 
more human pattern, as evidenced by the appearance of 
the lunate sulcus in a more posterior position. However, 
their frontal lobes do not show Broca’s regions similar 
to what we find in Homo. Indeed, the earliest Homo is 
the famous KNM-ER 1470 specimen, which at a vol-
ume of 752 ml, shows clear-cult petalial asymmetries 
of the human pattern (left occipital/right frontal width) 
and Broca’s regions that are human-like in external mor-
phology. This occurs at 1.8 to 2.0 million years ago. The 
size increases through evolutionary time are both allo-
metrical and non-allometrical, the former being related 
to increased body sizes. But by 1.5 million years ago, as 
shown by the Nariokatome child skeleton from Turkana, 
Kenya, Homo erectus had a modern human body size, 
but a brain that appeared to vary between 750 and 900 
ml. Any increase in brain size thereafter would be basi-
cally, non-allometric, i.e., unrelated to body size increase. 
Thus, the paleoneurological evidence is suggesting that 
selection pressures were surely varied over the course 
of hominin evolution. Selection for increased body size 
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Figure 2. The left lateral surface of the brain and endocast
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could have provided part of the increase in brain size 
in early hominin evolution, i.e., from Australopithecus 
to early Homo. Thereafter, and throughout the course 
of hominin evolution selection pressures for brain size 
increase, without attending body size increases were oc-
curring, although it is possible that the Neandertals could 
be an exception, in that their body sizes (lean body mass) 
and adaptations to cold climates may have necessitated 
larger bodies, with a concomitant increase in brain vol-
ume, as their average slightly surpasses our own volume. 
(See Bruner, this volume, for biometric analyses show-
ing differential size changes in frontal and parietal lobes; 
see also Tables 1, 2, & 3 in Chapter 1.)

soME ongoing issuEs in 
PalEonEurology 

Seduction by Laser Scanning, or the Demotion of 
the Taung Endocast’s Size

Falk and Clarke (2007) have a recent technical pa-
per in which, by using laser scanning of a replica of the 
Taung endocast they attempted to place a mirror image 
of the right side on the left, and came up with a resulting 
382 cc endocast volume, considerably less than my pre-
viously water displacement 404 cc version (Holloway 
1970).

Such a technique of course requires the assumption 
of perfect symmetry of the two cerebral sides, and the 
careful definition of a true midline. Neither of these two 
requisites appears in their paper. Instead, a mirror image 
of the right side is imposed onto the missing left side 
with delineating and describing a midline. What is more, 
their figure of the dorsal surface of the Taung endocast 
shows that the left and right sides are asymmetrical! (See 
Fig. 1) As pointed out in the Holloway 1970 paper, a 
slice of Taung endocast 1 mm in thickness would result 
in only 7 cc of volume, and it doubtful the definition of 
the midline in that paper was off by more than a mm.

The main advantages of laser (and CT) scanning 
of crania, or endocasts as in the above case, is that the 
methods are non-invasive, and depending on the skills of 
the investigators, can correct more easily for distortions 
and missing portions, than one can with plasticene. Still, 
the results depend heavily on the techniques used and 
the skill and understanding of brain and cranial anatomy 
on the part of the investigators. The history of the vari-
ous volume estimates of Taung, STS 71 (Conroy et al. 
1998, 2000; Holloway 1970, 1972, 1973, 1983, 1999; 
Holloway et al. 2004), and Stw505 as well as the Hob-
bit LB1, H. floresiensis (see below), suggests that my 
previous volumes were correct after all (see Holloway 
et al. 2004).

The Hobbit Brain
The major argument existing today is whether or not 

the brain of the hobbit (based on a single cranium, LB1) 
is that of a pathological microcephalic (primary, second-
ary, or yet unknown), or a true non-pathological species 

that evolved through some unknown process of island 
dwarfing. There is a third possibility which is that the 
brain of the hobbit shows pathology unlike the patholog-
ical appearance that one sees in cases of primary or sec-
ondary  microcephaly, and that these are not recognized 
because the full range of variation in the broader condi-
tion known as “microcephaly” hasn’t been thoroughly 
studied. Indeed, finding a large sample of these individu-
als either illustrated or measured hasn’t yet happened. 
Falk and her colleagues believe the brain is simply that 
of a new species (Falk et al. 2005, 2007, 2009), prob-
ably derived from some earlier Homo erectus ancestor 
(indeed Australopithecus is now also in the running) that 
underwent dwarfing, but was otherwise normal, and not 
pathological. Martin and his colleagues (Martin et al. 
2006), and Henneberg & Thorne (2004) regard the hob-
bit as severely pathological, the pathology involving not 
just the brain, but the entire skeleton. A recent entire is-
sue of the Journal of Human Evolution has been devoted 
to showing that this hominin is not pathological.

My own opinion (Holloway et al. 2006) is that more 
fence straddling is prudent, even if I am only hanging 
by an ankle. I do agree with Falk and her colleagues that 
the LB1 endocast does not look like any cases of pri-
mary microcephaly found in modern populations that 
have yet been published or presented, and this includes 
the Indian microcephalic presented by Martin.  I come 
to this conclusion after having made endocasts of sev-
eral microcephalics (primary and secondary) from the 
Pathology collection of the University of Michigan, 
through the kindness of Dr. Milford Wolpoff, and from 
Gary Sawyer and Dr. Ian Tattersall from the American 
Museum of Natural History, two from the Museum of 
Comparative Zoology, courtesy of Dr. Dan Lieberman, 
and one intriguing Indian microcephalic from India that 
Dr. Robert Martin and Dr. Susan MacLarnon sent me. Fi-
nally, I have one endocast sent to me by Dr. Dominique 
Grimaud-Hervé from Paris of a case of Seckel’s (“Bird-
headed Dwarf”) microcephaly. Some of these were 
shown to the audience in Alaska during my AAPA April, 

Fig.3 Basal and dorsal views of the Falk and Clarke 
(2007) mirror image technique applied to 
Taung. Note that the left and right sides are 
not symmetrical. (After Falk and Clarke, 2007)
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2006 presentation. Aside from the two cases of Seckel’s 
Syndrome and the Indian microcephalic, all of the pri-
mary microcephalic endocasts I have seen and studied 
have relatively enlarged cerebellar lobes compared to 
their diminutive cerebral cortices. The secondary cases, 
with larger brain volumes do not show cerebellar protru-
sion, nor do the overwhelming majority of 198 cases of 
ape endocasts (Holloway et al. 2010) thus ruling out pro-
truding cerebellar lobes as a derived feature in LB1 (Falk 
et al. 2009). None, however, show the extreme degree of 
platycephaly (flattening of the brain) that occurs in LB1. 
Furthermore, none show the extremely protuberant and 
narrow prefrontal gyri (recti) which are so striking on 
LB1, and which I regard as a possible pathology, perhaps 
akin to microgyria, in which 4 rather than the normal 6 
layers of the cortex develop. Additionally, no microce-
phalic I have seen shows the peculiar spreading of the 
cerebellar lobes that one sees on the hobbit brain cast, 
or the peculiar trigonal-shaped eminence on the dorsal 
surface of the brain stem, which cannot be a blood sinus 
feature.

Discussions with neurologists, pediatric and other-
wise appear to confirm that this trigonal structure doesn’t 
appear in modern human brains, so one is tempted to 
regard this as an autapomorphy. Much more study is 
required here (see Figures 4-6, and Table 1 of possible 
hypotheses). It is best to remember that the full range 
of variability in external appearances of microcephalic 
brains (particularly secondary forms) has not been stud-
ied, and the possible pathologies I am suggesting remain 
a possibility in LB1, however unlikely these are viewed 
at present.

This particular hominin provides also a window on 
aspects of scientific cooperation in studying these re-
mains. To date, only Falk and her colleagues have pro-
vided a study of the endocast using CT scanning where 
descriptions of exact procedures and smoothing tech-
niques are not available. I have personally tried, since 
the first description of this find to obtain the CT scan 
data for an independent assessment of the endocast, and 
am delighted to have recently obtained the original CT 
scan data from Dr. Michael Morwood. While this older, 
now redundant CT scan that has been replaced by a more 
recent micro-CT scan, the scan data show very clearly 
that the original endocast required considerable recon-
struction, and that the endocast I received from Dr. Peter 
Brown, and those I made from the stereolith, match ex-
actly the older scan data. 

These data show that the right temporal lobe was se-
verely displaced laterally and inferiorly, and that the left 
temporal lobe was not distorted, and appears relatively 
small, at least to my eye, which is not in agreement with 
Falk et al. (2009) claim regarding it as a derived charac-
ter state in Homo floresiensis. Aside from the prominent, 
but very thin gyri recti of the prefrontal lobe, this part of 
the frontal lobe also appears relatively small to me (see 
Fig. 7).

Figure 4. Lateral view of a typical case of primary 
microcephaly. Notice, in particular, the 
relatively large appearance of the cerebellar 
lobes relative to the cerebral cortex. 
(Figures 4-6 are from pictures taken at the 
2006 American Association of Physical 
Anthropologists annual meeting)

Figure 5. The top endocast is the left lateral view of the 
LB1 endocast (as resulting from original CT 
scan data), and the bottom picture is that of 
an Indian microcephalic with the same brain 
size. In this case the cerebellar lobes of the 
microcephalic appear almost normal in relative 
size, but the height of the endocast is quite 
different from that of LB1.
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Table 1 below provides a humorous summary of the 
possible interpretations of the LB1 hobbit.

The Political Correctness Angle or the 
800-pound gorilla in the room…

Political correctness within biological anthropol-
ogy, at least as far as the nervous system is concerned, 
involves the notion that the human species may very well 
vary from the top of the head down to the toes, but not in 
the brain, or if the latter is true, the variations are without 
any behavioral importance. To realize otherwise might 
lead down the slippery slope of racist history and racism. 
We know that this is very unlikely, that human groups do 
have variability in terms of brain size, although we know 
very little if anything about whether biological popula-
tions differ in how their brains are organized (However, 
see Klekamp et al. 1994 regarding Australian Aboriginal 
striate cortex volumes). It would surely be an amazing 
instance of genetic conservatism if all of the thousands 
of regulatory and structural genes related to the brain and 
its growth and development were the same in every pop-
ulation. We know considerably more about sex differ-
ences in the brain, and to suppose that these differences 
did not arise through evolutionary selection pressures for 
aspects of social behavior, or have no genetic basis is 
just silly in my opinion. It is strange to read so many 
accounts of how we became smarter and smarter during 
our evolution when our brains became larger, but such 
variation in modern human groups has absolutely no be-
havioral significance today. It is equally strange to talk 
about how the human sexes are complementary to each 
other in terms of child care, learning, and subsistence, 
but then insist that no hard-wired differences in the brain 
exist between the sexes, when dozens of articles in neu-
roscience journals indicate otherwise. How else could 
they have arisen? It would be more accurate to say that 
the differences in brain size among human populations 
today, while perhaps statistically significant, are a rather 
small difference compared to the 1000 ml increase that 
occurred during hominid evolution over the last 2-3 mil-
lion years. As to whether or not there are significant be-
havioral differences, such as IQ, or other cognitive tests, 

Figure 6. Occipital views of both endocasts. Note that 
the platycephaly so evident on the LB1 (top) 
endocast is not present on the microcephalic 
endocast. Notice also the trigonal eminence 
between the cerebellar lobes of LB1.

Figure 7. Six standard views of the LB1 endocast 
segmented using ITK-SNAP, Version 2.0, 
from the CT scan data, which I received 
from Michael Morwood and his Indonesian 
colleagues. These are un-smoothed, and 
show in particular, the damage to the right 
temporal lobe. 

Table 1.
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raises many difficult methodological and moral issues, 
which combined with an almost species-specific bent to-
ward PC discourages most, if not all investigations into 
modern human brain variation, despite excellent stud-
ies showing maturational, white fiber matter differences 
throughout the brain (see for example, Rushton and An-
kney, 2007, 2009, for a review that might receive rebuke 
from many social scientists, but yet remains disproven). 
Perhaps, in the future, as molecular neurogenetics be-
comes more advanced, we might know more about how 
the human brain varies, and how such variation relates to 
behavior, within a cultural context (in particular, nutri-
tion and diet, disease and parasite vectors), and how and 
why such differences, however minor, evolved. In my 
opinion, without a fuller knowledge of how the human 
species’ brain varies, it is extremely difficult, if not im-
possible, to know how the human brain really evolved. 
I believe we can only benefit, both medically and sci-
entifically, from knowing more about how we vary as a 
species.

As I have said to my classes many times, human 
variation is one of the best things we possess as a spe-
cies, and should be treasured and celebrated, not feared. 
(Holloway 2008).
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CHAPTER 5 
 
THE Fossil Hominids’ BRAin oF 
dmAnisi: d 2280 And d 2282

dominiquE GRimAud-HERvE And dAvid loRdkiPAnidzE

ABsTRACT

Since the discovery of the first mandible in 1991 at 
the site of Dmanisi, many other human fossil remains 
have been found at the site in association with archaeo-
logical artefacts and faunal remains dated between 1.81 
and 1.77 My. Dmanisi is probably the oldest site outside 
of Africa, and was most likely an important migration 
route into Europe and Asia from Africa. Analysis of the 
two first hominid endocasts of D 2280 and D 2282 has 
been done. These endocats were compared with contem-
poraneous African fossil hominids (Homo habilis, Homo 
rudolfensis, Homo ergaster) and continental and insu-
lar Asiatic ones (Homo erectus). Dmanisi’s endocasts 
are similar in size with the earliest specimens of Homo, 
while cerebral form, vascular middle meningeal pattern, 
cerebral morphology are more similar to Asiatic Homo 
erectus. Based on these similarities they can be assigned 
to the same taxon as early representatives of the genus 
Homo (Homo ergaster or even Homo habilis), suggest-
ing Dmanisi played an essential role in the earliest settle-
ment of eastern Asia.

kEywoRds

Dmanisi, Brain, Human evolution, Cognitive ca-
pacities, Eurasia

inTRoduCTion

Discoveries of human fossil remains at Dmanisi are 
now well known, yielding five skulls, four mandibles 

and many postcranial elements and associated archaeo-
logical assemblages (Gabunia 1992, Gabounia & Vekua 
1995, Gabounia et al., 1999, 2000, 2002; Vekua et al., 
2002; Jashashvili, 2002; Rightmire et al. 2005; Lord-
kipanidze et al., 2006, 2007; Lumley et al. 2006). The 
faunal remains mostly consist of Villafranchian species 
assigned to the Late Villanian and Early Biharian, living 
in a mosaic environment of open steppe and gallery for-
ests (Gabunia et al. 2000, 2001). 

Most of the human remains have been discovered in 
layers V and VI, dated between 1.85 and 1.77 My (Gabu-
nia et al., 2000, 2001; Lumley et al., 2002). Dmanisi is 
an important site for the understanding of early human 
migrations, since it is the oldest site outside of Africa, 
and it is in a geographically strategic position at the in-
tersection of Africa, Europe, and Asia.

 Skulls D 2280 and D 2282, an adult male and 
sub-adult female respectively (Lumley & Lordkipanitze, 
2006 ; Lumley et al., 2006), were scanned in superior 
view with a General Electric High Speed HAS scanner 
at the CHNO des Quinze-vingts in Paris under the care 
of Pr Cabanis with following acquisition parameters for 
both Georgian hominids:  scanner energy 120 kV, 100 
mA, 1.0 mm-thick slices; 25 cm field of view and 0.488 
pixel size with a pixel matrix of 512*512 for D 2280; 23 
cm field of view and 0.449 pixel size with a pixel matrix 
of 512*512 for D 2282. The sections were used to create 
three-dimensional computer models of both specimens 
using Mimics 8.1 software (Materialise N.V.). Stereo-
lithographic reproduction from scanner data has been 
done. 
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mATERiAl

Fossil hominids’endocasts (Muséum na-
tional d’Histoire naturelle, Paris; Columbia 

University, New York)
OH 7, OH 13, OH 16, OH 24
KNM-ER 1813, KNM-ER 1470, KNM-ER 3733, KNM-
ER 3883, KNM-WT 15000
Trinil 2, Sangiran 2, Sangiran 10, Sangiran 12, Sangiran 
17, Sangiran 38
Ckn.D 1.PA.17. (Sin.II), Ckn.E 1.PA.16. (Sin.III), 
Ckn.L 1.PA.98. (Sin.X), Ckn.L 2.PA.99. (Sin.XI), Ckn.L 
3.PA.100. (Sin.XII)

The above fossil material has been chosen to com-
pare Dmanisi’s hominids with contemporaneous fossil 
hominids from Africa: Olduvai (Tanzania) attributed to 
Homo habilis, East and West Rudolf (Kenya) attributed 
to Homo habilis, Homo rudolfensis and Homo ergas-
ter and from insular Asia with more recent fossil from 
Sangiran and Trinil (Java) and from continental Asia in 
Zhoukoudian Lower Cave (China). Asiatic hominids are 
attributed to Homo erectus. The obtained results are also 
compared to the actual extinct human sample. 

 Endocasts from Olduvai (Tanzania) are not 
well preserved and those from East and West Turkana 
(Kenya) are in poor quality, so our data have been com-
pleted with results from Tobias (1987, 1991), Begun & 
Walker (1993), Holloway (1978, 1983), Holloway et al. 
(2004) and Saban (1984).

Modern population (Muséum national 
d’Histoire naturelle de Paris)

n = 103 from Europe, continental and insular Asia, 
Africa, America and Oceania

595, 713,723, 726, 727, 728, 729, 730, 731; 732-3, 
733, 748, 749, 754, 755, 764-1, 784, 788, 789, 794-3, 
798-2, 800, 808, 1294-2, 1489, 1490, 1865, 3635, 3662, 
3663, 3664, 3665, 3666, 3667, 3668, 3669, 3670, 3671, 
3672, 3673, 3674, 3675, 3676, 3677, 3678, 3679, 3680, 
3681, 3682, 3683, 3684, 3685, 3686, 3688, 3689, 3690, 
3691, 3692, 3693, 3694, 3695, 3696, 3697, 3698, 3699, 
3700, 3702, 3703, 3704, 3705, 3706, 3707, 3708, 3709, 
3775, 3827, 3828, 4362, 4815, 5720, 5733, 9843, 9844, 
9852, 9853, 9854, 10109, 10111, 10112, 10113, 10114, 
12033, 19246, 21413, 24636, 24940, 24942, 25027, 
25536, 25620, 27429, 30189, 30195.

mETHods

Morphological description of encephalic relief and 
vascular imprints (venous sinuses and middle meningeal 
system) is realized on Dmanisi’s endocasts. Comparison 
is done with human fossils from Africa and Asia. Cranial 
capacity has been estimated directly by immersion of 
endocasts in water, repeated three times, and the results 
averaged.

A traditional metrics study (linear and angular mea-

surements) (Table 1) was done in order to compare ab-
solute and relative values between both Dmanisi’s endo-
casts and African and Asiatic fossil hominids as well as a 
large extinct modern human reference sample. Principal 
components analysis was performed to synthesize infor-
mation contained in 11 variables, selected in relation to 
the preservation of the Dmanisi endocasts. These mea-
surements included width (WBE), average hemispheric 
length (LME), occipito-cerebellar projection (DOCE), 
both height (HGQE) and (HBRE), angular data (XBE, 
XLSE, XLIE) and sagittal chord of each cerebral lobe 
(CFR, CPA, COC). These 11 variables have been used 
on 47 specimens with 21 fossil hominids and 26 actual 
extinct human. 

In the 3D geometric morphometrics study, particu-
lar care has been required to choose maximum common 
landmarks preserved on Dmanisi’s endocasts and on the 
fossil human comparison sample from Africa and Asia. 
3D coordinates of 28 anatomical landmarks were digi-
tized on each endocast with a Microscribe 3DX digi-
tizing arm (Table 2). Selection of 6 sagittal landmarks 
along interhemispheric fissure and 22 (11 X 2) parasag-
ittal landmarks was done for this comparative analysis 
to determine the morphometrical affinities of Dmani-
si’s hominids. Landmarks coordinates have been fitted 
by Generalized Procrustes Analysis (O’Higgins 2000, 
Rohlf & Marcus 1993). 

Preservation and brief description of ence-
phalic and vascular imprints of Dmanisi’s 

endocasts
The cranial cavity of D 2280 is perfectly preserved, 

producing a high quality endocast where all the relief 
and depressions are clearly visible. Unfortunately D 
2282 is deformed with the inferior part of right hemi-
sphere pushed inside and exhibits an altered internal 
surface. Many irregularities corresponding to sediment 
deposits disturbs full observation of the endocranial sur-
face. Encephalic relief is visible only on the left side of 
the endocranium.

Both Dmanisi’s endocasts have been described pre-
viously (Grimaud-Hervé et al. 2006). Most important 
morphological characters can be reminded here (Fig.1, 
Fig.2).

Vascularization
Concerning dura mater sinuses, superior sagittal si-

nus, visible on posterior part of D 2280, runs into the left 
lateral sinus and is well defined with noticeable relief 
approximately 8mm in diameter. On D 2282 the supe-
rior sagittal sinus is not noticeable on the sagittal or left 
lateral side. It is, though, discernable on the right with 
relief of 7.5mm. From this it is assumed that the supe-
rior sagittal sinus runs with the right lateral sinus on D 
2282. Asymmetry is observed on these two fossil homi-
nids, but without a preferential side being obvious. No 
spheno-parietal sinus is observed. Three sagittal arach-
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Table 1. Metric variables used in traditional multivariate 
analysis 2D

Left lateral view
Maximal length (LME), average of right (LMDE) and 
left (LMGE) hemispheric length, measured from the most 
anterior point (endoglabella) to the most posterior (endo-
opisthocranion) of the endocast
Maximum height of maximum hemispheric length 
(HGQE), average of right (HGQDE) and right (HGQGE) 
heights
Maximum endobregma height of maximum hemispheric 
length (HBRE), average of right (HBRDE) and right 
(HBRGE) heights
Frontal chord (CFR), between the most anterior point of 
the frontal lobe and central fissure at the midsagittal plane
Parietal chord (CPA), between central fissure and 
perpendicular scissure at the midsagittal plane 
Occipital chord (COC) between perpendicular scissures 
and most depressive point of Herophile torcular at the 
midsagittal plane
Occipito-cerebellar projection (DOCE) measured by 
occipital projection perpendicular from Herophile torcular
Bregmatic angle (XBE) between maximal length and 
chord between most anterior point of the frontal pole and 
endobregma, average between right (XBDE) and left 
(XBGE) angle
Angle comprised between chord from perpendicular 
fissures at the midsagittal plane to endo-opisthocranion 
and chord from endo-opisthocranion to Herophile 
torcular (XLTE), average between right (XLTDE) and left 
(XLTGE) sides of the brain
Angle comprised between chord from perpendicular 
fissures at the midsagittal plane to endo-opisthocranion and 
maximal length of hemisphere (XLSE), average between 
right (XLSDE) and left (XLSGE) sides of the brain
Angle comprised between chord from endo-opisthocranion 
to Herophile torcular (XLIE), average between right 
(XLIDE) and left (XLIGE) sides of the brain

Upper view
Maximum width of the endocast (WBE), subdivided in 
right (WMDE) and left (WMGE) width
Maximum width on parietal lobes (WBE)
Maximum width on triangular part of third frontal gyrus 
(WCBE)

Right frontal surface (FRD)
Left frontal surface (FRG)
Right parieto-temporal surface (PTD)
Left parieto-temporal surface (PTG)
Right occipital surface (OCD)
Left occipital surface (OCG)
Right Hemispheric surface (HD) = FRD + PTD + OCD
Left hemispheric surface (HG) = FRG + PTG + OCG
Brain surface = HD + HG

Table 2. Landmarks points digitalized in geometrical 
morphometrics 3D

Sagittal points
1 Base of encephalic rostrum between both left and 

right first frontal convolution in midsagittal plane
11 Intersection between left postcentral sulcus and 

interhemispheric fissure
14 Posterior interhemispheric point (= most 

depressed point of Herophile torcular)
15 Intersection between left and right perpendicular 

scissures and interhemispheric fissure
16 Intersection between precentral scissures and 

interhemispheric fissure
17 Middle point of frontal arch

Left parasagittal points
2 External edge of left encephalic rostrum
3 Orbital part of left third frontal convolution
4 Point of maximal curvature of triangular part of 

left third frontal convolution
5 Upper point of left sylvian valley (between 

opercular part of third left frontal convolution and 
left temporal lobe)

6 Most anterior point of left temporal pole
7 Left Euryon (corresponding to maximal 

endocranial width)
8 Point of maximal curvature of left supramarginal 

gyrus
9 Anterior point of left interparietal sulcus, means 

base of left first parietal convolution
10 Middle point of anterior edge of left first parietal 

convolution
12 Upper point between left temporal and left 

cerebellar lobes (= upper point of left temporo-
cerebellar excavation)

13 Point of maximal curvature of left occipital pole

Right parasagittal points
18 External edge of right encephalic rostrum
19 Orbital part of right third frontal convolution
20 Point of maximal curvature of triangular part of 

right third frontal convolution
21 Upper point of right sylvian valley (between 

opercular part of right third frontal convolution 
and right temporal lobe

22 Most anterior point of right temporal pole
23 Right Euryon (corresponding to maximal 

endocranial width)
24 Point of maximal curvature of right supramarginal 

gyrus
25 Anterior point of right interparietal sulcus, means 

base of right first parietal 
26 Middle point of anterior edge of right first parietal 

convolution
27 Upper point between right temporal and right 

cerebellar lobes (= upper point of right temporo-
cerebellar excavation)

28 Point of maximal curvature of right occipital pole
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noid granulations are noted in superior part of precentral 
convolutions on D 2282, one on the right and two on the 
left hemisphere.

The middle meningeal pattern is very poorly repre-
sented. On left hemisphere of D 2280 it is best preserved 
with individualization of two branches on the second 
temporal convolution. The anterior meningeal artery 
appears reduced and disappears at the third frontal con-
volution. The posterior ramus is more developed, and is 
subdivided in both directions into an oblique and lamb-
doidal branches. Neither ramifications nor anastomoses 
are observed on the Dmanisi’s endocasts. On D 2282, 
just the superior middle meningeal branches are appar-
ent on left hemisphere. The middle meningeal pattern 
exhibits plesiomorphies, but are poorly patterned with 
the absence of a spheno-parietal sinus in both Dmanisi’s 
endocasts.

Encephalic relief
The longitudinal cerebral fissure is wide, resulting 

in a significant separation between the frontal lobes in 
both Dmanisi’s endocasts. The longitudinal cerebral fis-
sure displays a significant separation between the hemi-
spheres until posterior hemispheric. The junction with 
perpendicular fissure constitutes a depression forward 
of endolambda. On the left hemisphere of D 2280 the 
lateral fissure is weakly impressed and inclined up and 

backward, becoming straightened at its extremity; it is 
also observed on the left side of D 2282. The lateral fis-
sure is situated in the prolongation of the lateral valley, 
which is very wide, separating Broca’s cap from the tem-
poral pole. The junction between the central fissures is 
situated behind endobregma (35mm on D2280; too de-
formed on D 2282). Based on Holloway (1982) there is 
a left frontal petalia on D 2280 and a right right frontal 
petalia on D 2282, confirming the asymmetry observed 
on vascular pattern. 

The precentral sulcus is weakly impressed, but de-
tectable about 15mm in front of the central one, which is 
the breadth of precentral gyrus on both Dmanisi’s homi-
nids. A long and narrow encephalic rostrum is clearly 
individualized on D 2280 (this region is not preserved 
on D 2282) with the right and left first frontal convo-
lution widely separated as noted before. The breadths 
of these convolutions appears equivalent. The anterior 
ramus of the central fissure is clearly impressed with in-
dividualized relief of the orbital part of the third frontal 
gyrus equal on both sides of D 2280. The left Broca’s 
area shows the central fissure on D 2280 as well as the 
contralateral side in D 2282.  

The postcentral sulcus is situated nearly 20mm be-
hind the central one on D 2280. The postcentral gyrus 
is just little more developed than precentral. There was 
a smaller difference observed between these two struc-

Figure 1. D 2280 – Endocast in left and right lateral, superior, anterior and posterior views
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tures in D 2282. The breadth of first parietal convolu-
tion decreases posteriorly (28 to 20mm on D 2280, 20 to 
15mm on D 2282). The supramarginal lobule is well de-
limited on D 2280, more than it is in D 2282. The angular 
lobule surface is smaller with weaker relief on D 2280 
contrary to what is observed in D 2282. The temporal 
lobes converge towards the brain with the temporal pole 
set back behind Broca’s area on D 2280. The temporal 
poles are not preserved in D 2282. In addition, the oc-
cipital region in this hominid is too altered to provide 
any data. In D 2280, sulcus lunatus is in the posterior 
position commonly observed on genus Homo.

Left occipital lobe is in a set back position com-
pared to the right on D 2280 with the reverse being the 
case in D 2282. Instead the occipital lobes of D 2282 are 
extensions of the temporal and parietal lobes without a 
clear boundary. The cerebellar lobes are situated under 
the occipital ones. These occipital and cerebellar poste-
rior positions are the expression of weak cerebral rolling 
and opening of the basi-cranial angle, which are primi-
tive conditions commonly observed in contemporaneous 
fossils hominids.

Morphological comparison

Vascular imprints
Any fossil endocast studied shows a spheno-pari-

etal sinus which is scarce in the modern human sample. 
The superior sagittal sinus asymmetry corresponds with 
greater development of one hemisphere (Delmas & Chif-
flet 1950). When this posterior cerebral region is pre-
served, two patterns appear: In the first one, the superior 
sagittal sinus goes into the left transverse sinus which is 
generally larger than the right, like on OH 24 (Tobias, 
1991), Sangiran 2 and 10 (Grimaud-Hervé and Saban 
1996) and D 2280. In the second pattern the sagittal si-
nus goes into the right transverse sinus on D 2282, OH 
13 and OH 16 (Tobias, 1991), ER 3883 and WT 15000 
(Begun & Walker, 1993), Trinil 2, Sangiran 12 and 17, 
hominids from locus E and L of Zhoukoudian Lower 
Cave, and 80% of the modern sample (Grimaud-Hervé 
1997, 2004). This latter group shows a more developed 
left hemisphere of significant length.

 No relationship has been established between 
the meningeal system and the venous sinuses (Paturet 
1964).  The results of both parts are going to be treated 
independently. For the middle meningeal pattern, two 
groups appear. In the first one with the posterior branch 

Figure 2. D 2282 – Endocast in left and right lateral, superior, anterior and posterior views
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Figure 3. Middle meningeal pattern

Figure 4. Endocranial transversal shape in anterior view
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is very developed as exemplified in OH 7, D 2280 and 
Zhoukoudian Lower Cave hominids. In the second with 
the posterior branch is equivalent or reduced in promi-
nence compared with the anterior middle meningeal 
branch such as is observed in ER 1813, ER 1470, ER 
3883, WT 15000, Trinil and Sangiran hominids, and 
a great majority of the modern human sample (94%) 
(Fig.3). Although the differences between this sample 
and others are not significant, it appears that the mor-
phology of the posterior branch of the middle meningeal 
artery is a plesiomorphic character. 

Encephalic imprints
The encephalic rostrum, which is considered a plesi-

omorphic feature, has been observed on all studied fossil 
hominids where this region is preserved. It corresponds 
to the extension of the left and right first frontal convo-
lutions next to the orbital roofs, which are separated by 
a wide, deep longitudinal cerebral fissure, particularly 
on the Dmanisi and Asiatic endocasts. Nevertheless, the 
outline varies according to region such that it is regularly 
concave on all African hominids, whereas it consists of 
two parts separated by an angle on Asiatic hominids and 
Dmanisi. This morphological character is very well in-
dividualized on that second group. A clear regression of 
the encephalic rostrum combined with a narrower inter-
orbital space is observed on the modern sample. This 
may indicate a reduction in the importance of olfaction 
in the modern sample versus earlier fossils. 

In the anterior view the same distinct group dif-
ferences are observed. African Homo ergaster’s endo-
cranial outline, in particular, is narrow and high, and is 
regularly convex from left to right in the orbital part of 
third frontal convolutions without an interruption in the 
transversal cerebral curvature. The outline of D 2280 is 
closer Asiatic Homo erectus with a wider and lower en-
docranial transversal shape. It is less marked in its con-
vexity, and the thrd frontal convolution is interrupted in 
the medial region of the frontal lobes. The parietal lobes 
are interrupted by a vast depression corresponding to the 
middle frontal sulcus as it runs into the interparietal. The 
outline of this feature shows a slight twist similar to that 
observed on all fossil hominids of this group (Fig.4).

The frontal and parietal areas are smoothly lim-
ited on the African specimens compared with the more 
marked relief in Dmanisi, particularly D 2280 as well as 
the Asiatic hominids. The lateral valley is very broad in 
OH 24, ER 1813 and ER 1470 as well as Homo ergas-
ter, while it is less broad in Asiatic Homo erectus and 
D 2280, meaning there has been greater development 
of the frontal and temporal lobes in these latter groups. 
In moderns the two areas so little if any separation in 
moderns, indicating a closer affinity of the Dmanisi and 
Asian fossils to moderns than African fossils.  How-
ever, all of the fossil hominids show the frontal lobes 
converging anteriorly, while they remain parallel in 
modern human sample.

The breadths of the pre- and postcentral convolu-

tions tend to correspond to particular evolutionary stages. 
It is notable that the postcentral gyrus is nearly always 
broader than the precentral in the endocasts sampled 
here. In the African hominids the postcentral convolution 
is equal to precentral one (OH7, OH13, OH16, OH24, 
KNM ER 1470, KNM ER 3883, KNM WT 15000), or 
slightly wider (KNM ER 3733). In Asiatic Homo erectus 
these two convolutions have either equivalent breadths, 
or the precentral gyrus is more developed, this phenom-
enon is more accentuated in the more recent Javanese 
fossil hominids from Ngandong and Sambungmacan. 
This indicates that there is an increase in motor areas 
between the early and later fossils. With regard to this 
morphological feature the Dmanisi endocasts are similar 
to KNM ER 3733. Thus, this derived feature is found on 
the two first representative hominids inside and outside 
of Africa.

In the lateral view it is noteworthy to note that the 
posterior encephalic shape differences between the Af-
rican sample and the Asiatic hominids and D 2280. In 
the African sample the occipital lobes bulge only slightly 
beyond the cerebellum posteriorly, and are not delineated 
anteriorly from the parietal lobe. In the second group the 
occipital lobes are clearly projecting backwards, their 
anterior part situated above cerebellar lobes. This posi-
tion corresponds to a rotation of the cerebellum under 
the cerebral mass, and the role of basicranial flexion in 
the position of the cerebrum through time.

In the superior view the D 2280 (D 2282 is too dam-
aged) endocranial outline is very different from African 
Homo ergaster. In H. ergaster the anterior frontal region 
is strong in relation with the lateral cerebral conver-
gence, showing slight cerebral development at this level. 
The D 2280 outline is globular, and is closer from the 
Asiatic Homo erectus shape with a noticeable widening 
of cerebral region from the lateral valley to the orbital 
part of third frontal convolutions. 

REsulTs oF mETRiCAl sTudy

Cranial capacity
 The average of three tests corresponding to im-

mersion of the endocast in water is presented in Table 1. 
These measurements present different values from those 
observed n the Dmanisi hominid endocranial capacities 
as measured using mustard seed (Gabounia et al. 2000, 
Lumley et al. 2006).

The cranial capacity values (Table 3) show a regu-
lar increase from more the ancient African and Dmanisi 
hominids to Asiatic Homo erectus and modern humans 
(Fig.5). The very small cranial capacity of D 2282 ap-
pears to be the result of damage. The measurement pre-
sented here is approximately 100ml less than previous 
measurements, placing this individual within the range 
of African Homo habilis, while D 2280 is towards to 
lower end of Asiatic Homo erectus. The encephalization 
quotient, recommended by some researchers (Armstrong 
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1985, Bauchot et Stephan 1969, Hartwig-Scherer 1993, 
Holloway and Post 1982b, Jerison 1975, Mac Henry 
1976, Martin 1990, 1995, 1996, Rightmire 1986, 2004, 
Ruff et al. 1997, Rosenberg et al. 2006, Tobias 2006), 
has not been calculated due to lack of data on stature. 

Univariate dimensions (Table 4)
Univariate distributions are reported for both Dma-

nisi’s endocasts, each hominid fossil group and for 
modern humans. Concerning maximal hemispheric 
lengths, it is interesting to note important differences 
between both ancient African hominids from East Tur-
kana, ER 1470 and 1813. KNM ER 1813 is closer to the 
Olduvai specimens OH 16 and OH 24 than KNM ER 
1470. However, both Dmanisi endocasts are similar to 
African Homo ergaster with distributions between 138.5 
and 154 mm. As noted before (Grimaud-Hervé et al. 
2006), Asiatic Homo erectus values are large when com-

pared with Zhoukoudian Lower Cave hominids, which 
are near the modern human range. From Homo habilis to 
Homo sapiens the overall increase is 35.2%.

Maximal endocranial breadth (WME) is situated in 
the postero-inferior position on the second temporal gy-
rus in African and Asiatic fossils hominids, and is also 
found in the same poistion in the Dmanisi specimens, 
while it is positioned around the first temporal convolu-
tion in Homo sapiens. This endocranial measurement is 
scarcely joined with the endobiparietal maximal breadth 
(WBE), which is positioned around the supra marginal 
gyrus. WME and WBE are reduced in ER 1813 com-
pared to ER 1470 (respectively 18.5mm and 25 mm). 
With the Dmanisi specimens D 2280 is closer to ER 
1470 as well as smaller Asiatic hominids such as Ckn.D 
1.PA.17 or Sangiran 2. D 2282 is closer to the Olduvai 
hominid values. The overall increase from Homo habilis 
to Homo sapiens for this measurement is between 38.7% 
and 33.8%. 

Table 3. Cranial capacity in ml

Fossil hominids Direct method References
D 2280 790 775  (Gabounia et al., 2000)

770  (Lumley M.A. de et al., 2005)

D 2282 (645) 650  (Gabounia et al., 2000)
625  (Lumley M.A. de et al., 2005)

D 2700 645  (Vekua et al. 2002), 600 (Lee, 2005)
D 3444 625 – 650  (Lordkipanidze et al. 2006)

OH 7 - 674  (Tobias 1975, 1991)
OH 13 618 673  (Tobias 1975, 1991)
OH 16 - 638  (Tobias1975,  1991)
OH 24 556 594  (Tobias 1975, 1991)

KNM-ER 1813 500 510  (Holloway, 1978)
KNM-ER 1470 760 752  (Holloway, 1978)
KNM-ER 3733 715 848  (Holloway, 1983)
KNM-ER 3883 785 804  (Holloway, 1983)

KNM-WT 15000 885 880  (Begun et Walker, 1993)
OH 12 656
OH 9 1118 1067  (Holloway, 1975)
Bouri 995  (Asfaw et al., 2002)
Buia 800  (Abbate et al., 1998)

Sale  930-960  (Jaeger,1975),   
880  (Holloway,1981a)

Trinil 2 930 943  (Holloway, 1975)
Sangiran 2 840 815  (Holloway, 1975)

Sangiran 10 840 855  (Holloway, 1978)
Sangiran 12 - 1059  (Holloway, 1978)
Sangiran 17 960 1004  (Holloway, 1978)

Ckn.D 1.PA.17 - Sin II 995
Ckn.E 1.PA.16 - Sin III 915 915  (Weidenreich, 1943)
Ckn.L 1.PA.98 - Sin X 1245 1225  (Weidenreich, 1943)
Ckn.L 2.PA.99 - Sin XI 1020 1015  (Weidenreich, 1943)

Ckn.L 3.PA.100 - Sin XII 1020 1030  (Weidenreich, 1943)

Homo sapiens (n=103) µ = 1520 Min=1190; Max=1940; VarCoef=11
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Table 4. Univariate dimensions

Figure 5. Cranial capacity

LME WME WBE WPPE WCBE WPFE HBBE HGQE HBRE CFR CPA COC XBE DOCE XLTE XLSE XLIE

D2280 145  105 88 98 95 57.75 57.25 101 50 48 46 11.75 151.75 74.75 77.25

D2282 140 100 96 80 84 75 42.25 40.25 94 44 45 38.75 114.5 56 58

H.habilis

N 4 5 5 5 2 2 2 4 4 3 3 2 1 3 1 1 1

Average 127.4 103.1 93.6 94.8 78.0 83.5 90.0 45.0 40.8 64.3 47.3 38.0 45.5 11.1 145.0 67.5 77.5

Var Coef 3.6 4.0 5.7 7.7 7.3 9.3 1.6 4.8 9.4 27.9 12.9 11.2 81.2

ER1470 137.5 114.5 111 109 84 92 103 52.25 45.5 97 48 44 50.5 6.75 126.5 62 64.5

H.ergaster

N 3 3 3 2 2 1 3 3 3 3 3 3 3 3 3 3 3

Average 147.2 119.2 115.5 112.0 87.0 70.0 96.9 52.2 47.7 91.7 51.0 52.3 41.4 3.8 157.8 75.5 81.9

Var Coef 5.4 1.2 1.1 3.8 5.0 5.2 5.3 5.1 6.7 9.0 9.6 12.4 27.2 6.1 5.4 11.0

H.er.Java

N 4 5 5 5 4 4 3 5 5 4 5 5 4 5 5 5 5

Average 154.4 124.0 114.0 111.8 90.4 92.5 103.3 58.0 54.7 109.8 43.8 52.8 45,7 ) 11.5 124.9 60.8 64.1

Var Coef 4.1 4.2 4.6 4.8 4.9 11.5 3.0 3.6 1.8 2.0 14.2 6.7 4.4 19.9 6.1 6.3 9.2

H.er.China

N 5 5 5 5 3 3 5 5 5 5 5 4 5 4 4 4 4

Average 165.7 124.0 112.6 111.8 95.3 100.3 112.0 61.4 57.8 119.6 47.4 59.5 43.0 14.6 120.9 58.0 62.9

Var Coef 3.6 3.8 4.7 5.6 3.0 4.0 4.4 5.0 5.0 4.2 8.3 10.7 5.4 25.2 6.5 4.6 8.5

Extinct 
humans

Nb Spec. 105.0 105.0 105.0 104.0 105.0 105.0 104.0 104.0 104.0 104.0 105.0 105.0 27.0 103.0 26.0 26.0 26.0

Average 170.5 136.5 132.1 130.4 105.1 116.6 121.2 66.6 58.8 122.5 73.3 59.1 51.9 9.6 136.3 68.2 68.1

Var Coef 4.9 5.7 5.5 5.8 7.1 6.9 5.0 12.2 14.1 5.3 11.8 10.7 7.4 43.7 6.8 7.4 6.6

Maximum 187.3 152.0 150.0 147.5 127.0 138.0 136.0 88.8 85.0 137.5 88.0 77.0 59.8 20.0 151.3 75.3 76.0

Minimum 148.5 116.0 114.0 108.0 93.0 100.0 105.0 52.0 44.0 44.0 56.0 58.0 44.0 1.3 116.5 56.5 60.0
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With regard to the opercular part of third frontal con-
volutions the difference between ER 1813 and ER 1470 
breadths (WPFE) is again similar to (78 and 92 mm) 
those of Dmanisi hominids (98 et 84 mm).  ER 1813 and 
D 2282 are closer to OH 24 (82mm). D 2280, though, is 
closer Asiatic Homo erectus with regard to this feature, 
displaying an increase in the posterior frontal region not 
observed in African specimens. Growth between Homo 
habilis and extinct H. sapiens reaches more than 40%. 
The maximal breadth on the triangular part (WCBE) is 
close to the opercular part in African hominids, but is 
situated lower, becoming more central, in Homo sapiens. 
An important difference is noticed between ER 1813 and 
1470 when compared to the Dmanisi hominids. In this 
measurement D 2280 is near Homo ergaster and Asiatic 
Homo erectus Sangiran-Trinil averages. Zhoukoudian 
Lower Cave are larger in comparison. An increase of 
33% is noted between the more ancient fossil hominids 
of this study and Homo sapiens.

Total height (endobregma-endobasion = HBBE) 
measurement requires the preservation cerebral regions 
that are rarely preserved. D 2280 is similar to Homo 
ergaster’s, but smaller than Asiatic Homo erectus (Ja-
vanese = 103.3mm, Chinese = 112mm). There is an in-
crease of about 35% between Homo habilis and sapiens.

Partial height corresponding to the upper part of the 

brain (HGQE) is used when the basal part of the brain 
is not preserved. This maximal point above endoglabella-
endoopisthocranion is situated between endobregma and 
the central fissure. In general, this measurement is po-
sitioned more anteriorly in fossil hominids, but is posi-
tioned more posteriorly in more recent hominid groups. 
In Dmanisi D 2282 does not provide reliable data with 
regard to this measurement, while D 2280 does. D 2280 
is closer to WT 15000 and Javanese Homo erectus, 
while the Zhoukoudian hominids (61.4mm) are closer to 
Homo sapiens (77.3mm). A major increase in height is 
observed in upper portions of the hemispheres (approxi-
mately 50%) from Homo habilis to Hom sapiens.

Concerning the occipito-cerebellar projection, there 
is a very clear distinction between the fossil hominids 
in this sample (Fig.6). In general, the regular sagittal 
curve of African specimens results in less overlap with 
the occipital obes when compared with Asian H. erectus 
specimens, which have protruding lobes. The occipital 
poles of African hominids from East and West Turkana 
only project slightly (average = 3.8mm). There is greater 
occipital projection in the nine Asian specimens value 
(average = 12.8mm). The occipital projection in D 2280 
(D 2282 is too damaged) is similar to other Homo erec-
tus (average = 11.8mm). Finally, the average in Homo 
sapiens is 9.65mm, but with greater variation near 50%. 

Figure 6. Occipito-cerebellar projection
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Figure 7. Ratio of frontal chord (CFR) on F3 opercular part (WPFE) of the brain

Thus, Dmanisi D 2280 is clearly different from the Afri-
can configuration, and is closer to that of Homo erectus, 
confirming similar configurations of this posterior region 
in Georgian and Asian endocasts. 

In conclusion, the Dmanisi values of maximal hemi-
spheric length are more similar to those of Homo ergas-
ter than other specimens. Yet, with concern to maximal 
breadths D 2282 is closer to Homo habilis, while D 2280 
is closer to Homo ergaster and gracile Asian Homo erec-
tus. D 2280 exhibits significant frontal widening simi-
lar to Asiatic Homo erectus, a feature not observed in 
African specimens. This increase occurs more anteriorly 
in the triangular parts of third frontal convolutions. Fi-
nally, D 2280 is more similar to Homo ergaster with re-
gard to total endocranial height, but is closer to Asiatic 
Homo erectus if only the upper region of the hemisphere 
is considered. Its occipito-cerebellar projection empha-
sizes the same pattern as Asiatic hominids. Thus, there is 
a significant distinction between African specimens one 
hand and the Dmanisi specimens, which tend to associ-
ated more with the Asiatic hominids, in particular with 
regard to the protrusion of the occipital lobes.

An analysis of the sagittal chord of each cerebral 
lobe (frontal = CFR, parietal = CPA and occipital = 
COC) displays an increase of 49% in the frontal and oc-
cipital lobes and 56% for the parietal lobes. The parietal 
sagittal chord is equal or superior to the occipital one 
in African specimens, Homo sapiens and the Dmanisi 
hominids. In Asiatic Homo erectus the occipital sagittal 
chord is always more developed which can be consid-
ered as an autapomorphy of this group.

With regard to the total sagittal curvature, the ob-

served ratios are quite stable with a more marked in-
crease in the parietal region between African specimens 
and Homo sapiens. Asiatic Homo erectus displays a 
primitive character with less development in the medial 
sagittal portion of the brain. This is possibly due to the 
longer occipital representation observed in this group. 
This is particularity specific to Asiatic Homo erectus, 
and, thus, can be interpret as an autapomorphy. 

The frontal sagittal chord compared to the maximum 
frontal breadth (Fig.7) is over 100 in fossil hominids and 
Homo sapiens, meaning that the breadth is more devel-
oped than length. This index is nearly the same between 
Homo ergaster and H. sapiens, while all Asiatic Homo 
erectus and Dmanisi possess a higher index, indicating 
reduced transversal development of the posterior fron-
tal region. This new result confirms the morphological 
distinction of the fossil samples. The parietal sagittal 
chord compared to the maximal parietal lobe width is 
not significant. Instead the values merely distinguish fos-
sil hominids from Homo sapiens, indicating an increase 
in parietal lobe development in this later group. 

Bivariate dimensions (Table 5)
The ratio between maximal endocranial length and 

breadth shows the same repartitions between D 2282 and 
D 2280, which are distributed between African and Asi-
atic specimens. There is an apparent increase in length 
from ancient to more recent Homo erectus, but then this 
measurement remains stable throughout Homo sapiens. 
The breadth values are more similar between the groups, 
albeit the relative position of maximum breadth on the 
endocast varies (Fig.8).
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The relationship between maximal endocranial 
length and height was determined using the total height 
of the endocast when available or the upper part of the 
hemisphere when the basal portion was missing. The 
results place Dmanisi in an intermediate position be-
tween African Homo ergaster and Asiatic Homo erectus. 
With regard to breadth the Dmanisi  fossis lump with 
the African and Asian fossils. Bregmatic angle (between 
maximal length and the intersection with endobregma: 
XBE) is similar compared with the other fossils, while 
this measure is slightly wider in Homo sapiens, imply-
ing the development of frontal rounding and recurving 
inferiorly through time towards H. sapiens. Also, it ap-
pears that from this sample there is an increase in frontal 
convexity through time

The occipital angle was measured in lateral view 
(between endolambda – endoopisthocranion and en-
doopisthocranion-superior edge of transverse sinus = 
XLTE). This angle is opened in ER 1813 (145°), similar 
to that of Homo ergaster (157.8°) and D 2280 (151.8°). 
However, values from Asiatic Homo erectus are lower 
with the angle being more closed between the superior 
squama and nuchal plane of occipital bone, a feature 
unique to this group. 

The inferior angle (XLIE) is more opened than the 
superior one (XLSE) on all studied fossil hominids. This 
supports other morphological results where the weak 
superior angle accentuates the position of the occipital 
lobes relative to the extension of parietal and temporal 
lobes posteriorly. In Homo sapiens, these two angles are 
nearly equal implying an increase of the superior part of 
the lobe in relation to the occipital lobes, which are in a 
lower and more inferior position in comparison with the 
parietal lobes.  

In conclusion, the index shows a symmetrical in-
crease in the length, width and height of the brain 
through time. The short height of the superior part of the 
brain identifies fossil hominids as  platyencephalic. In 
addition, the endocranial angles analysis shows a steady 
widening of the bregmatic angle compared to the occipi-
tal angle in African sample, albeit the reverse is true in 
Asiatic and Dmanisi hominids. All of the fossils have an 
inferior angle that is more open than the superior one, a 
condition not observed in Homo sapiens. 

 

WME/
LME

WBE/
LME

HBBE/
LME

HBBE/
WBE

HGQE/
LME

HGQE/
WBE

CFR/
WPFE XBE XLTE XLSE XLIE

D2280 65.5 90.5 39.8 55.0 103.1 46 151.75 74.75 77.25
D2282 71.4 53.6 78.1 30.2 44.0 111.9 38.75 114.5 56 58
H.habilis
N 4 4 2 2 4 4 1 1 1 1 1
Average 80.4 72.5 71.4 101.8 35.3 49.0 109.0 45.5 145.0 67.5 77.5
Var Coef 5.5 6.7 1.4 5.6 3.9 9.5
ER1470 83.3 80.7 74.9 92.8 38.0 47.1 105.4 50.5 126.5 62.0 64.5
H.ergaster
N 3 3 3 3 3 3 3 3 3 3 3
Average 81.2 78.7 65.9 83.9 35.5 45.2 101.5 41.4 157.8 75.5 81.9
Var Coef 6.4 6.6 4.8 5.9 6.1 5.7 11.1 12.4 6.1 5.4 11.0
H.er.Java
N 4 4 3 3 4 5 4 4 5 5 5
Average 79.8 73.0 67.2 92.6 37.5 50.8 119.9 45.7 124.9 60.8 64.1
Var Coef 1.3 1.2 2.8 2.7 2.9 4.4 12.4 4.4 6.1 6.3 9.2
H.er.China
N 5 5 5 5 5 5 3 5 4 4 4
Average 74.9 67.9 67.6 99.5 37.1 54.6 116.3 43.0 120.9 58.0 62.9
Var Coef 2.9 2.7 2.6 3.9 2.5 4.7 1.8 5.4 6.5 4.6 8.5
Extinct 
humans
Nb Spec. 105 105 104 104 104 104 105 27 26 26 26
Average 80.2 77.7 71.3 71.3 39.2 50.4 105.4 51.9 136.3 68.2 68.1
Var Coef 7.5 701 6.2 6.2 13.3 10.8 6.8 7.4 6.8 7.4 6.6
Maximum 92.8 92.2 85.5 85.5 54.5 66.2 121.5 59.8 151.3 75.3 76.0
Minimum 66.1 64 61.5 61.5 29.1 40 85.6 44 116.5 56.5 60

Table 5. Bivariate dimensions
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Endocranial surfaces 
D 2282 is too damaged with regard to this assess-

ment; however, the preservation of D 2280 is more ame-
nable to such a description. Data on the frontal lobes of D 
2280 position it between those from African Homo ergas-
ter on one hand and Asiatic Homo erectus on the other. 
The left parieto-temporal area as well as the occipital ones 
are within the lower limit of variation observed in African 
Homo ergaster. An important difference is observed be-
tween the right and left parieto-temporal areas of D 2280, 
which displays deformation in the inferior part of the right 
lobe, meaning right hemispheric and total brain measure-
ments from this specimen are only descriptive. 

AsymmETRy

Endocranial asymmetry was observed on the fossil 
and modern samples. It is assumed that each hemisphere 
is devoted to particular tasks with the left one being more 

oriented towards learning and analyzing, for example, 
articulate language organization, and the right one being 
more specialized towards emotion and relational aspects. 
However, we must keep in mind that the two cerebral 
hemispheres complement each other in any task execu-
tion as emphasized in Schmidt-Nielsen (1998), Bruner 
(2003), Stout et al. (2000, 2007, 2008), Sherwood et al. 
(2003, 2008), and Holloway et al. (2004).

Asymmetry in endocasts is often attributed to a par-
ticular petalial pattern (Holloway, 1982a). For example 
leftward asymmetry or right-handedness is assumed 
from right frontal (RF) - left occipital (LO) petalia. This 
petalial pattern is normally attributed to species within 
the genus Homo (LeMay, 1976; Holloway et al., 1982b; 
Gilissen 2001).

In our sample, any geographic or chronologic asso-
ciation appears in the endocranial outline analysis among 
the studied human fossils. D 2280 shows left frontal and 
right occipital petalia similar to ER 1813, Sangiran 2, 

Figure 8.  Ratio of the biparietal width (WBE) on the maximal length average (LME)

Table 6. Tab. 6 : Total endocranial surface (SET), right (RH) and left (LH) hemispheric areas

SET RH LH
D 2280 (306,3) (162,8) 143,5

Homo habilis (n) 260,8 (3) 131,5 (3) 129,3 (3)

ER 1470 313 153 160

Homo ergaster (n) 310,5    (n=2) 157,7   (n=2) 158,3   (n=3)

Homo erectus Java (n) 342.1   (n=2) 175,4   (n=2) 166,7   (n=3)

Homo erectus China (n) 372,3   (n=3) 187,8   (n=3) 184,5   (n=4)

100 H.sap.  (Var Coef)  494,6  (7,7)  248,4   (8,3) 246,2   (7,6)
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10, 17 and Ckn.L.2.PA.99. A right frontal – Left ocipital 
petalia is observed in OH 13, OH 16, ER 1470, ER 3733, 
ER 3883, WT 15000, CKn.E.PA.16, Ckn.L.1.PA.98 and 
Ckn.L.3 PA.100  (Tables 6 & 7).

Results obtained from the Homo sapiens sample 
(n=100) are consistent with Gilissen’s conclusion that a 
left occipital – right frontal petalia is common in modern 
humans (77%). It is a well-established fact now that the 
pattern of combined left-occipital and right-frontal pet-
alias became more common in human evolution through 
time as asymmetrical lateral protrusions of the cerebral 
hemispheres became more common. Generally, brain 
asymmetries correspond with handedness. For example, 
left hemispheric dominance generally indicates right 
manual dexterity (Galaburda et al., 1978). However, re-
cent studies do not support the association between this 

petalial torque pattern and right-handedness (Good et al., 
2001; Herve et al., 2006). 

The conclusion of this analysis is that there is vari-
ability in observed asymmetry moving from early Homo 
through moderns, a feature confirmed by Holloway & 
De La Coste-Lareymondie (1982b), who stated that “this 
pattern is not consistently present in nonhuman primates 
or in hominid fossil brain endocasts until Homo erectus”. 
Hemispheric asymmetry corresponding to lateralization 
phenomenon is essential in tracing evolutionary changes 
in brain organization and cognition. Comparison of the 
fossil hominid sample through metrical as well as mor-
phological analyses demonstrates potential correlations 
with the behavioural stages of human evolution (Hollo-
way, 1981b, 1982; Holloway et al., 2004; Chieze, 1983; 
Saban, 1984; Gilissen, 2001; Sherwood et al., 2008).

Table 7. Right and left frontal (RFr, LFr), Temporo-parietal (RTPa, LTPa) and occipital (Roc, Loc) lobes areas

RFr LFr RPr LPr ROc LOc
D 2280 58,7 58,5 (84) 67 20,1 18

 Homo habilis (n) 47.2 (3) 46.5 (3) 64.7 (3) 64.7 (3) 19.7 (3) 21 (3)

ER 1470 56 55 76 81 21 24

H. ergaster   (n) 54.5 (3) 54.8 (3) 80 (3) 78 (2) 23,2 (3) 23,7 (3)

H. erectus Java  (n) 65,7 (3) 58,8 (4) 81,2 (3) 79,8 (3) 28,5 (4) 28,1 (5)

H. erectus China  (n) 72,0 (3) 69,8 (4) 83,5 (3) 80,7 (4) 32,4 (4) 34,0 (5)

100 H. sapiens 
(Var Coef)

86.1 
(12,1)

85.5 
(11)

131.9 
(10,2)

128.4 
(8,8)

30.4 
(18,2)

32.8 
(19,2)

Figure 9. PCA 2D (11 variables and 47 specimens)

Grimaud-Herve et al. 4 73



Grimaud-Herve et al. 4 73

Univariate metrics analysis 
 On all of the fossil and modern human samples 

(Table 8) the difference between left and right hemi-
spheric length is always less than 4mm. There is not ap-
parent trend for asymmetry to be directed more towards 
one side versus the other in African or Asiatic fossil 
hominids. A slight asymmetry is observed in D 2280. 
In modern humans (n=109), though, there is a slight 
trend toward eftward asymmetry (54.1%) (170.8mm, 
VarCoef=5mm) (13.8% equivalent and 32.1% right with 
170.1mm, VarCoef=4.9).

 Right maximal hemispheric width is slightly 
larger on all African fossil hominids, D 2280 and Java-
nese Homo erectus from Trinil and Sangiran. However, 
no real trend appears in Zhoukoudian Lower Cave sam-
ple or in moden humans (n=105; left width=68.5mm, 
VarCoef=7.5; right width=68.2, VarCoef=6.5) 

 Concerning the superior hemisphere height at 
endobregma or endovertex level, all African fossil homi-
nids from Olduvai and the Turkana region, Asiatic Homo 
erectus from Sangiran and Trinil, both Georgian fossil 
hominids, and the modern humans sample do not show 
any particular trend. Only Zhoukoudian Lower Cave 
hominids exhibit a more elevated height (towards the 
left). However, the meaning of this last this result should 
be considered with caution, since the result is drawn 
from only five individuals. 

No asymmetric trend has been observed concern-
ing bregmatic angle opening on left or right hemisphere 
in fossil or modern samples. The right occipital angle 
opening is greater in KNM ER 1813 and 1470 as well 
as in modern humans (139.8° VarCoef=6.4, left=132.8°, 

VarCoef=12.3). However, the other endocasts studied 
here are distributed equitably between left and right asy-
emmetries. Similar results were observed for the supe-
rior and inferior parts of the occipital angle.

 No particular trend appears concerning the 
occipito-cerebellar distance in modern humans, which 
instead shows tremendous variability. In the fossil homi-
nid sample, the repartition is equivalent between both 
groups, confirming either a left or right petalia distribu-
tion without any chronologic or geographic association. 
No asymmetry appears in the well preserved frontal and 
occipital lobes surfaces of D 2280.

Cerebral relief and vascular imprints
The study of the variation of encephalic relief and 

vascular imprints provides useful data on asymmetries 
through time. The endocranial surfaces of Olduvai and 
Turkana (East and West) are incompletely preserved. 
According to Begun and Walker (1993) relief of the left 
frontal is more developed in KNM ER 1813, but less so 
in KNM WT 15000 and KNM ER 1470. KNM ER 3733 
and 3883 are too damaged for comparison. All Asiatic 
Homo erectus specimens from Sangiran, Trinil (Java) 
and from Zhoukoudian Lower Cave (China) have less 
relief in left frontal lobes. In moderns 72% exhibit left 
frontal relief against 16% for with more developed relief 
on the right frontal lobe (12% are equal).

D 2280 preserves some relief, displaying equivalent 
left and right frontal relief, except for the pars triangula-
ris of third frontal convolution which seems bulge more 
on the right hemisphere. Both of these surfaces are clearly 
delimited from pars orbitalis and pars opercularis.

LMDE LMGE HGQDE HGQGE HBRDE HBRGE WMDE WMGE XBDE XBGE DOCDE DOCGE XLTDE XLTGE
D2280 146 144 58 57.5 57 57.5 66 57 46 46 11 12.5 151 152.5
D2282 140 140 41.5 43 39.5 41 48 52 39 38.5 114.5
H.habilis
N 4 4 4 4 4 4 4 5 1 1 3 3 1 1
Average 127.8 127.1 45.8 44.3 41.6 39.9 52.8 49.6 48.0 43.0 11.5 10.7 148.0 142.0
Var Coef 3.6 3.6 5.7 3.9 11.1 7.7 7.2 3.4 87.3 75.2
ER1470 137 138 52 52.5 45 46 52 59 50 51 5.5 8 129 124
H.ergaster
N 3 3 1 3 1 3 3 1 3 1 3 1 3
Average 147.7 146.7 54.0 52.5 46.0 49.3 61.0 45.5 41.7 3.0 4.0 148.5 159.8
Var Coef 6.1 6.2 17.3 18.4 21.8 25.0 5.7
H.er.Java
N 4 4 4 5 4 5 5 6 3 4 4 4 4 5
Average 154.8 154.1 57.5 58.4 55.1 54.2 62.6 61.4 44.0 46.4 12.6 10.3 125.0 124.4
Var Coef 4.3 3.9 4.1 3.1 1.1 2.4 6.2 2.5 2.3 4.8 18.4 21.3 8.5 7.7
H.er.China
N 5 5 5 5 5 5 5 6 5 5 4 4 4 4
Average 165.4 166.0 59.8 63.0 56.2 59.4 61.7 62.3 42.5 43.4 14.8 14.4 119.3 122.5
Var Coef 3.4 3.9 5.1 4.9 5.8 4.2 2.4 6.1 6.3 5.0 16.3 34.2 3.4 9.7
Extinct 
humans
Nb Spec. 105 105 104 104 104 104 105 105 27 27 103 103 26 26
Average 170.1 170.8 66.6 66.6 58.8 58.9 68.2 68.5 51.9 51.8 8.8 10.5 139.8 132.8
Var Coef 4.9 5.0 12.5 12.4 14.1 13.1 6.5 7.5 8.1 7.3 55.0 41.5 6.4 12.3
Maximum 187 189 90 87.5 85 76.5 79 88 61.5 60 21 21 161.5 156.5
Minimum 147 150 50 52 44 44 56 58 44 43 0 1 117.5 99.5

Table 8 : Asymmetry
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The opercular part of second parietal gyrus produces 
an eminence on both hemispheres of D 2280 similar to 
that seen in modern humans. This area is a little more 
developed in the left parietal lobes of Asiatic Homo erec-
tus. The supramarginal gyrus and angular gyrus are more 
accentuated with clearer limits on left temporo-parietal 
lobes of Asiatic Homo erectus, 45% of modern humans 
(37% on the left, 18% equivalent), and in D 2280. It is 
more developed on right hemisphere in OH13; however, 
the endocranial surface preservation of other fossils from 
Olduvai do not allow for any comparison. No difference 
was noted by Begun and Walker (1993) for this cortical 
region for WT 15000.

In modern human right-handers it is common to ob-
serve a larger right frontal lobe associated with a left one 
showing a more developed third frontal convolution (in 
particular the orbital and triangular parts) and left domi-
nance of the supramarginal gyrus, which is included in 
Wernicke’s area (LeMay, 1976). However, according to 
Gannon et al. (1998) and Sherwood et al. (2003) great 
apes exhibit humanlike asymmetry in Broca’s area ho-
mologue and planum temporale, which is more localized 
to the supramarginal gyrus. Thus, there is debate about 
whether the humanlike asymmetry patterns expressed in 
non-human primates autapomorphic or plesiomorphic 
characters that could be expected to be resent in our early 
ancestors (Sherwood et al., 2008). 

With concern to vascularization no relationship has 
been established between the meningeal system and the 
venous sinuses (Paturet 1964). No major trend has been 
observed between fossil hominids, which correlates with 
the results for frontal and occipital petalias. This is un-
like modern humans, which exhibit a sagittal sinus going 
to the right transverse sinus on 77% (21% on the left and 
2% indetermined), and have a more developed left hemi-
sphere. The poor preservation on the right surface of D 
2280 doesn’t allow for any comparison between the mid-
dle meningeal pattern in both hemispheres. This vascu-
lar system seems more developed on the left side of the 
brain of Javanese Homo erectus, but is symmetrical in 
Chinese hominids. This left predominance reaches 43% 
(13% right). in modern humans, while 45% are sym-
metrical. Based on the fossil hominid sample vascular 
asymmetry seems to be considered autapomorphic char-
acter of modern humans, albeit we are uncertain what the 
correlation may be to cognitive abilities. In conclusion, 
there is no general trend with regard to vascularization in 
fossil himinids. The results show a rightward dominance 
for the frontal and temporo-parietal lobes, and a leftward 
dominance for the occipital lobes is associated with 
more developed cerebral relief on left side of the brain.

Principal components analysis
Correlation matrices suggest a strong relationship 

between the above data, except DOCE which corre-
sponds to occipito-cerebellar projection (measures in lat-
eral and superior views) (Table 9). The factorial weights 
table of each variable on each principal component dem-

onstrates that all retained dimensions are correlated with 
the first principal component. It is the size effect that im-
plies that small hominid endocasts are placed in positive 
values and larger ones in negative values. The result is 
that fossil hominids from Africa and Asia are in the right 
part of the graph, while more recent humans from the up-
per Palaeolithic to moderns are in the left part (Table10).

Principal component analysis applied to the endo-
cast coordinates shows a polarized axis where the two 
first components reach 81% (Fig. 9). The first one 
(65.9% of total variance) is related to anterior cerebral 
region development, while increasing of the frontal and 
parietal chords is associated with elevation of the central 
region of the brain between the precentral and postcen-
tral sulci (corresponding to HGQE, HBRE and XBE) on 
one hand and supramarginal gyrus development  (corres-
ponding to WBE) on the other. So the first axis clearly 
separates fossil hominids into two groups, African and 
Asiatic ones with short, low and narrow general dimen-
sions and short frontal and parietal sagittal chords from 
modern humans. 

The second component (15.2% of total variance) 
shows closing of the inferior part of the occipital angle, 
which is related to the occipito-cerebellar projection 
(DOCE), position of cerebral lobes and posterior cere-
bral rotation. In fossil hominids, the more open inferior 
occipital angle is observed in African endocasts with D 
2280, which shows the most plesiomorphic pattern for 
this feature. The Asiatic sample, Javanese and Chinese, 
exhibits a slight narowing of the angle, but a higher occi-
pito-cerebellar projection. D 2280 could be an Asiatic 
variation, since its absolute value for occipito-cerebellar 
projection is clearly outside that of the African sample. 
DOCE, which is only slightly smaller in PC1, is very 
large in the second component. However, this relative 
position of Dmanisi is the result of 11 variables. Its XLIE 
value is closer to African specimens. Endocasts situated 
on the negative axis show small a occipito-cerebel-
lar projection (African hominids) than those ones with 
positive values in the superior where there is a notable 
backwards projection (Asiatic hominids).

The first axis of variation separates fossil homi-
nids from modern humans. Three groups are clearly 
delimited on the graph. Endocasts in the inferior right 
quarter are the smallest in the three general dimensions 
(length, width, heights). The frontal angle is more nar-
row in this group, illustrating the low value of general 
cerebral bending. This group exhibits most opened angle 
in the inferior part of the occipital region, emphasizing 
a plesiomorphic configuration. The Asiatic sample, sub-
divided into Javanese as more archaic, and Chinese as 
more modern, demonstrates closeness in the inferior oc-
cipital angle and projection of occipito-cerebellar region. 
The pattern of increasing values from the African group 
to modern humans with concern to general dimensions, 
opening of frontal angle and closeness of the inferior 
occipital is clearly emphasized on this analysis.
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Shape changes along PC1 (Fossil:grey, HS:black)

Shape changes along PC2 (Asiatic:grey, African:black)

Left superior view

Left frontal view

Left lateral view
Left superior, frontal and lateral views

Figure 10. PCA 3D with shape changes along PC1 and PC2

Table 9. Correlation matrix (11 variables and 47 specimens)

DOCE HGQE HBRE LME WBE CFR CPA COC XBE XLSE XLIE
DOCE 1
HGQE 0,32 1,00

HBRE 0,36 0,92 1,00
LME 0,63 0,68 0,55 1,00
WBE 0,17 0,83 0,68 0,68 1,00
CFR 0,53 0,87 0,78 0,85 0,74 1,00
CPA 0,12 0,65 0,56 0,53 0,66 0,47 1,00
COC 0,53 0,63 0,49 0,73 0,58 0,66 0,25 1,00
XBE 0,01 0,73 0,60 0,23 0,60 0,48 0,48 0,40 1,00
XLSE -0,65 0,12 0,10 -0,27 0,20 -0,16 0,29 -0,19 0,19 1,00
XLIE -0,81 -0,31 -0,22 -0,66 -0,20 -0,51 -0,06 -0,59 -0,17 0,68 1
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moRPHomETRiC AFFiniTiEs  
oF dmAnisi BRAins

Particular care has been taken to choose the most 
landmarks preserved on the Dmanisi endocasts and 
other fossils. Procrustes superposition was peformed on 
14 sagittal and left parasagittal landmarks digitalized in 
three dimensions (x,y,z) on 20 fossils specimens (Tale 
2). This selection covers the majority of the left hemi-
spheric surface, and is the result of the preservation state 
of D 2280. The D 2280 endocast was compared with Af-
rican and Asiatic fossil hominids, and to upper Palaeo-
lithic H. sapiens by principal components analysis. The 
two first components account for 49.5% of the total vari-
ance. The first component (27.5%) clearly separates two 
groups. All of the modern humans are on the positive 
side of the axis (Fig.10), while almost all of the ancient 
fossil hominids are placed on the negative side, includ-
ing the Dmanisi specimen. Negative values correspond 
with elongated and low endocast shapes due to the lower 
position of the medial part of the brain, maximal endo-
cranial width in a lower and more posterior position, 
and, finally, frontal and occipital extremities placed in 
prolongation of the maximal length. All these morpho-
logical features are considered as plesiomorphic. 

 On the positive side of the axis the shortness 
of the brain is underlined by the lower position of the 
anterior frontal part, which is rounding downward and 
backward, and the occipital and cerebellar lobes, which 
round downward and frontward. As a result these two ce-
rebral regions are brought closer. Clear elevation of the 
posterior frontal and anterior parietal regions is noticed 
in more rounded endocasts. These phenomena are asso-
ciated with the more anterior and superior position of 

the maximal endocranial width at the base of the parietal 
lobes. Thus, on the graph all modern humans are clearly 
situated on the positive side, and all the fossil hominids, 
African and Asiatic, are mixed together on the negative 
side of the axis.

Individualization in the two groups appears on the 
second component (22%). Asiatic hominids are placed 
in the negative part of axis, Africans in the positive part. 
Dmanisi hominids are intermediate between both fos-
sil plots, while modern humans are intermixed with the 
fossils. The outline of the endocranial shape emphasizes 
a longer hemisphere with similar elevation in African 
hominids compared to Asiatic ones. Maximal endocra-
nial width is situated superiorly in the second group. In 
superior and lateral views the different outlines of the 
first parietal convolution between African and Asiatic 
hominids is apparent. In African endocasts this is regu-
larly convex between the sagittal plane and the maximal 
endocranial width contrary to Asiatic hominids which 
show an interruption in the curvature with a depression 
towards the level of the interparietal sulcus. Dmanisi 
joins the Asiatic sample in possessing a large and de-
pressed sulcus. Dmanisi’s position on the graph is in-
termediate between African and Asiatic groups, perhaps 
indicating the acquisition of derived characters similar to 
those observed in Asiatic Homo erectus.

Function
Clear regression of the encephalic rostrum, associ-

ated with a narrower interorbital space, is observed be-
tween the hominid fossil sample and modern humans. 
This difference can perhaps be functionally interpreted 
as an indication of a decreasing emphasis on olfaction. 
According to Sherwood et al. (2008), brain size enlarge-

Table 10. Factorial weights of variables on principal components

Variable CP 1 CP 2 CP 3 CP 4 CP 5
LME -0.47  0.36 -0.41 -0.11  0.32
WBE -0.41 -0.29  0.02 -0.60  0.04  

HGQE -0.38 -0.18  0.31  0.19 -0.16 
HBRE -0.28 -0.17  0.39  0.42 -0.06 
DOCE -0.09  0.24 -0.05  0.21 -0.13  
CFR -0.45  0.15  0.28  0.15  0.47
CPA -0.30 -0.46 -0.66  -0.41 -0.22 
COC -0.24  0.23  0.12 0.33 -0.55 
XBE -0.10 -0.13  0.17  0.03 -0.36  

XLSE 0.01 -0.37  0.04 -0.20  0.08
XLIE 0.15 -0.47  0.11 -0.15  0.38 

Sdt.Deviat 27.41 13.17 8.66 7.03 5.92
Pr Variance 0.66  0.15 0.07 0.04 0.03 
Cum Prop 0.66  0.81 0.88 0.92 0.95
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ment in human evolution might have led to a greater de-
gree of functional neocorticalization with this structure 
taking on more direct influence of other brain regions, 
allowing for greater voluntary control over actions, con-
tributing to human-specific behavioural abilities, such as 
the modality and stimulus dependence of language. Bro-
ca’s area, located in the third frontal gyrus, is a key com-
ponent of the cortical circuitry in language production. 
It is more developed on the left hemisphere in 95% of 
humans as demonstrated by functional imaging or corti-
cal stimulation studies (Parrot, 1981; Habib et al., 2000; 
Sherwood et al., 2003). For Arbib (2005) the role of Br-
oca’s area is more important that expected. Recent brain 
imaging data suggest important non-linguistic functions 
relevant to language development in the inferior fron-
tal gyrus, revisiting the role of Broca’s area in language, 
which has surely played as crucial a role in the evolu-
tion of human speech as gestural communication has in 
nonhuman primates. According to Lieberman (2007), 
“the starting points for human speech and language were 
perhaps walking and running”. Earlier humans would be 
an intermediate stage in the evolution of language, in-
dicating that this process was gradual and not an abrupt 
phenomenon. Of course, some form of speech, or differ-
ent form of communication must have been in place in 
archaic hominids, allowing for culture and knowledge 
transmission through generations. Nevertheless, since 
the frontal lobes are involved in functions such as ab-
straction, planning and articulate language, their expan-
sion and development are of great importance. 

Expansion of the parietal lobes in modern humans 
(Grimaud-Hervé, 1997; Bruner 2004) is associated with 
enlargement of the temporal lobes. Both have key func-
tions with regard to language comprehension, verbal 
memory and face recognition. Parietal cortex expansion 
is also important in human evolution, affecting visuo-
spatial and sensory integration, multimodal processing 
and social communication (Holloway 1995). Impor-
tant in the evolution of manual dexterity, the extension 
of posterior parietal cortex is presumed to have aided 
changes related to object manipulation, motor planning 
and, therefore, stone tool production (Stout & Chami-
nade, 2007). But we have to keep in mind that many 
asymmetries are expressed in nonhuman primates, and 
that plesiomorphic characters represent the substrate for 
a pre-adaptation to hemispheric specialization in human 
evolution. In this context, Aboititz et al. (2006) have em-
phasized the existence of a cortical sensory-motor audi-
tory-vocal circuit, which was probably present in mon-
keys, and which served as the precursor for the cortical 
language circuits in the human brain (Broca’s and Wer-
nicke’s areas). This idea is supported by recent neuroim-
aging studies in the monkey (Semenferedi and Damasio, 
2000; Gil-da-Costa et al., 2006). Of course, study of the 
fossil record is limited to endocranial geometry and mor-
phological description, which correspond only to macro-
scopic pattern. Unfortunately, any information that could 
be available on the architecture of the cerebral tissues 

and their associated functions is lost in the fossil record. 
 Using techniques as MRI (Magnetic Resonance 

Imaging) or FDG-PET (FluoroDeoxyGlucose Positron 
Emission Tomography), descriptions of activated cere-
bral areas during particular duties is possible, and allows 
one to establish the relationships between function and 
brain structure. Functional imaging research on modern 
humans cannot directly infer the cognitive capacities of 
extinct Homo species, but does permit speculation with 
regard to the development of evolutionary significant 
behaviours. The results of experimental toolmaking 
(Oldowan and Acheulean) by expert subjects (Schmidt-
Nielsen, 1998; Stout et al., 2000, 2008) emphasizes the 
importance of visuomotor coordination, postural deport-
ment, proprioception and hierarchical action organiza-
tion. Increased activation of the ventral premotor and 
inferior parietal elements of the parietofrontal praxis 
circuits in both hemispheres and of the right hemisphere 
homologue of Broca’s area suggest coevolutionary hy-
potheses linking the emergence of language, toolmak-
ing, functional lateralization and association cortex ex-
pansion in human evolution (Falk, 1992, 2005; Gibson 
and Ingold, 1993; Holloway 1981b; Holloway et al., 
2004; Tobias, 1991). 

Actions involved in the toolmaking task are re-
flected in the activation of the left inferior parietal lobe, 
while knowledge of tools and tool-use are reflected in 
activation of the left posterior temporal cortex. Accord-
ing to Stout et al. (2008), results of functional imaging 
research with modern humans cannot directly reveal the 
cognitive capacities or neural organization of extinct 
hominin species but can clarify the relative demands of 
specific, evolutionarily significant behaviours. As ex-
pected in this study, expertise was associated with in-
creased inferior parietal lobe activation during Oldowan 
toolmaking, but contrary to this expectation, this activa-
tion was strongly bilateral. Regions adjoining human an-
terior interparietal sulcus are also involved in the storage 
of visuospatial properties associated with tool manipu-
lation. Thus, bilateral activation revealed in Stout et al. 
(2008) shows that expert performance is supported by an 
enhanced knowledge of the action properties of the tool 
and the body system, rather than semantic knowledge 
about appropriate patterns of tool use. The authors con-
clude that the task of Oldowan toolmaking is inherently 
bimanual with distinct but complementary roles for the 
two hands which confirm that hypotheses linking lan-
guage capacities and tool-use typically focused on left 
hemisphere have to be discussed. The right hemisphere 
seems to play an important role in language process-
ing (Bookheimer 2002), and contributes to elements of 
perception and action on larger spatio-temporal scales. 
Particular tasks require cortical association structures 
(Gilissen, 2001; Aboitiz and Garcia 1997; Amuntz et 
al., 1999; Wu et al., 2006). The archaeological record of 
technological change in understanding human cognitive 
evolution has to be reassessed, since it may be likely that 
ancient hominids and modern humans could have been 
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capable of utilizing similar tool making techniques. For 
example, archaic tools, which are not indicative of their 
cognitive abilitis, can be found with modern humans 
(Carbonell et al., 1995; Shea, 1997; Lévêque et al., 1993; 
d’Errico et al., 1998; Mellars, 1996; Roebroeks and van 
Kolfscoten, 1995). These neurological results obtained 
from magnetic resonance imaging of expert archaeolo-
gists perhaps provide an explanation for the absence of 
asymmetrical frontal and temporo-parietal lobes in Af-
rican fossil hominids associated with Oldowan culture. 
In addition, a slight left predominance has been found in 
Asiatic fossil hominids, which is related to Wernicke’s 
area of auditory comprehension.

ConClusion

Results of Dmanisi’s brain study seem to link D 
2282 with the African fossil hominid sample (cranial 
capacity, univariate and bivariate dimensions). These 
measurements place D 2282 closer to Homo habilis, 
suggesting it possesses many plesiomorphic morpholog-
ical features commonly observed in H. habilis as well 
as Homo ergaster. A lateralization phenomenon is ob-
served in the orientation of longitudinal superior sinus 
on African and Asiatic hominids, but no chronological or 
geographical groups have been noticed. This asymmetry 
is observed primarily in the most ancient fossil hominids 
of our studied sample. This sinuses lateralization corre-
sponds with the observed petalial patterns noted on all of 
the specimens here.

The middle meningeal system of Dmanisi’s homi-
nids is very poor with scarce ramifications and no anas-
tomoses unlike those observed on most ancient African 
hominids. Asiatic Homo erectus meningeal system is 
more developed with more ramified branches. The Dma-
nisi endocranial morphological features as compared to 
African fossil hominids from Olduvai, East and West 
Turkana, and to Asiatic ones from Trinil and Sangiran 
in Java and Zhoukoudian in China, allows one to em-
phasize some of the similarities which can be interpreted 
as plesiomorphies. This is the case of the systematic en-
cephalic rostrum present on all specimens, which corre-
sponds to the first and second convolutions that invagi-
nate between the orbital roof and are determined by the 
size of the interorbital space. This morphological char-
acter is related to olfaction, and is well developed in all 
early fossil hominids. 

Frontal and parietal relief are scarcely individual-
ized in the African sample, and are more marked with 
less diffuse limits in D 2280 and Asiatic Homo erectus. 
The Sylvian valley, which is particularly broad in the Af-
rican sample, is narrower on Dmanisi and Asiatic homi-
nids with clear development of frontal and temporal 
lobes which lie more closely together because of closing 
of Sylvian valley. In most ancient Asiatic Homo erectus 
the precentral gyrus breadth is often wider (or equivalent 
to the postcentral). This trend is accentuated on more re-
cent Asiatic Homo erectus such as Ngandong for exam-

ple. Most ancient African hominids exhibit equality of 
the breadth of the pre- and post-central convolutions. ER 
3733 (on which this character can be observed) exhibits 
a slightly broader post central gyrus. The same observa-
tion is also true of both Dmanisi’s hominids as well as 
modern humans. 

Convergence of results obtained from morpho-
logical, univariate and bivariate analysis, and morpho-
metrical 2 and 3D analyses contribute to a synthetic ap-
proach concerning the phyletic position of the Dmanisi 
hominids. Size factors distinguished African hominids 
and Dmanisi from Asiatic sample. Those excluding size 
emphasize the morphological features that are tradition-
ally difficult to quantify. These show an unquestionable 
closeness between D 2280 (D 2282 is too damaged to 
be integrated into this analysis) and Asiatic hominids, 
which are distinct from the African sample as well as 
modern humans. 

The primary results, based on the small fossil sample, 
possibly suggests that the first African representatives 
from the genus Homo (Homo habilis or Homo ergaster) 
could have evolve into archaic Homo sapiens, which could 
be the ancestor of anatomically modern Homo sapiens in 
Africa. In addition, these African fossils may also provide 
a link to the Dmanisi fossils, which share strong affini-
ties with Asian Homo erectus, as well. One of these fossils 
hominids (D 2280) exhibits derived characters similar to 
those observed in Asiatic Homo erectus, implying that the 
Dmanisi fossils lie near the origin of the Asian fossils.
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CHAPTER 6 
 
THE EvoluTion of THE PARiETAl 
CoRTiCAl AREAs in THE HumAn 
GEnus: BETwEEn sTRuCTuRE  
And CoGniTion

EmiliAno BRunER

ABsTRACT 
Recently, the renewed interest for concepts such as 

morphological integration, functional craniology, and 
the analysis of covariance patterns has spawned a change 
in paleoneurology that has to be interpreted as the study 
of the evolutionary variations in the relationships be-
tween brain and braincase. The parietal lobes have been 
hypothesised to have undergone important morphologi-
cal changes in early hominid evolution. Nonetheless, 
the role of these areas within the evolution of the hu-
man genus has been rather neglected because of their al-
leged lack of association with “higher” cognitive func-
tions. Some allometric constraints could have affected 
the changes in the parietal surfaces in non-modern hu-
mans. On the other hand, modern humans display a non-
allometric change in the shape of these areas which are 
bulging at their midsagittal profile. Such changes raise 
questions on the relationship between structural rear-
rangements and cognitive adaptations. Focusing on the 
parietal surface, it seems that the upper lobule and the in-
traparietal sulcus might be directly involved in the evo-
lution of the modern human brain morphology. This is 
particularly intriguing considering the many cortico-cor-
tical reciprocal connections between these areas and the 
prefrontal ones. Most of all, they are directly involved 
in integrating inner and outer information to reproduce 
a subjective “virtual inner reality” necessary not only to 
organise movements, but also to make decisions, to per-
form thought experiments, and to handle the interaction 
between the self and such imagined space physically and 
conceptually. Whether or not the origin of the modern 
human lineage coincided with the origin of a modern hu-
man brain is still to be investigated.

funCTionAl CRAnioloGy And 
EndoCRAniAl moRPHoGEnEsis

Morphogenesis is a complex process in which a poli-
genic and pleiotropic network linking genes and charac-
ters is expressed within a given functional and structural 
framework. Structure (both in terms of biomechanical 
and developmental constraints) and function generate 
the unique combination of forces and physical relation-
ships in which a specific genetic background produces a 
given phenotype. Following the principles of functional 
craniology (Moss and Young, 1960), morphogenesis is 
the result of two components, namely growth (changes 
in size) and development (changes in shape). The cor-
rect balance between these two components leads to the 
normal phenotype, while an improper redirection of the 
growth forces leads to subpathological or pathological 
dysmorphologies associated with osteoblast/osteoclast 
induction or timing and rate of  sutural activity (Moss, 
1959). Neurocranial vault morphogenesis is mainly re-
lated to brain growth for the size changes and to the con-
nective meningeal tensors for the shape variation. The 
principal connective tensors are the falx cerebri and the 
tentorium cerebelli, exerting forces on five main points: 
crista galli, small wings of the sphenoid, and petrous 
pyramids.

Of course, such simplification is useful to produce 
hypotheses to investigate these processes, but subtle 
variables can play an important role in the general struc-
tural management. For example, although brain growth 
and pressure are the principal forces leading to the mod-
elling of the vault, strains are integrated by responses 
and inductions through the dura mater and the vascular 
system by mechanical transduction or by biochemical 
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signalling (Henderson et al., 2004). Figure 1 synthesises 
the main components and relationships within the brain 
versus braincase matrix.

The embryological context is also rather heteroge-
neous, with some components originating from the me-
soderm and others from the neural crests, some through 
direct ossification, others with cartilaginous precursors 
(Jiang et al., 2002; Morriss-Key & Wilkie, 2005). For 
example, both frontals and parietals are dermal bones, 
but the former is ectoderm-derived while the latter has 
mesodermic contributions. Such differences make mor-
phogenesis a polyphasic process with many possible 
steps in which small changes could exert large pheno-
typic variations during evolution.

The reticulated system of forces, functions, con-
straints, and genes, underlying the actual morphological 
variability through ontogeny and phylogeny has con-
vinced biologists to move from the study of single traits 
and isolated characters to the analysis of the patterns of 
covariance, i.e. morphological integration (Olson and 
Miller, 1958; Cheverud, 1996). Phenotype is hence in-
terpreted not as a sum of features, but as a combination 
of relationships between features. This is clearly true for 
the human skull (Bookstein et al., 2003; Bruner, 2007) 
as well as for the relationship between the neurocranium 
and brain (Richtsmeier et al.; 2006; Bruner and Ripani, 
2008).

Paleoneurology, as the study of the nervous system 
in extinct species (Holloway, 1978; Falk, 1987; Bruner, 
2003a), deals exactly with this last issue: the interpreta-
tion of the endocranial morphology as the result of the in-
tegration between its structural (developmental, biome-
chanical) and functional (neural, cognitive) components.

nEuRoCRAniAl sHAPE vARiATion  
And PARiETAl loBEs

Despite the never-ending struggle on the lunate sul-
cus debate (see Holloway et al., 2003), we can currently 
state that if any differences between Australopithecinae 
and the other apes did occur, it was at the posterior pari-
etal boundary. Holloway very early recognised that such 
differences, because associated with the visuo-spatial 
integration and recognition of the outer reality, could 
provide a relevant rearrangement of the ecological and 
social organisation of the early Hominids (see Holloway, 
1995). And, through a pioneering stereoplotting surface 
analysis, the parietal areas were hypothesised to be a 
crucial source of morphological variation in both Homi-
noids and Hominids (Holloway, 1981).

The parietal lobes have been generally described 
as “associative cortex” by virtue of the many connec-
tions (neural and anatomical) with the other districts. 
Excluding the postcentral gyrus, mainly involved in the 

Figure 1. Paleoneurology deals with the morphogenetic relationship between neurocranium and brain, associated with 
functional and structural responses between hard and soft tissues resulting from the interaction between 
genetic programs (cellular differentiation and activation) and developmental forces (strains, biomechanics).
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somato-sensorial system, the posterior parietal areas are 
basically divided into upper and lower parts, separated 
by the intraparietal sulcus (Eidelberg and Galaburda, 
1984). The upper lobule almost gradually fades into the 
occipital one, both in terms of gross anatomy and cytoar-
chitecture. The lower lobule is part of the Wernicke area, 
including the over-studied angular and supramarginal 
gyri. The intraparietal sulcus is a rather peculiar struc-
ture, providing a large part of the parietal surface deep-
ened into the cortical volumes, showing different cyto-
architectonic patterns, and supporting heterogeneous 
neural functions (e.g., Bisley and Goldberg, 2003; Choi 
et al., 2006). Its displays at least five different morpho-
logical patterns, showing generally (about 75% of the 
cases) a continuity with the postcentral sulcus (Ebeling 
and Steinmetz, 1995).

Considering the evolution of the human skull, its 
globularity has always been described as the main traits 
and trends associated with the encephalisation process 
(Lieberman et al., 2002). Actually, quantifying such 
variations and analysing the midsagittal cranial shape in 

the human genus, modern humans stand apart from the 
other taxa mostly by virtue of their fronto-parietal bulg-
ing (Bruner et al., 2004; Fig. 2). 

Moving from the ectocranium to the endocranium, 
some evidence comes from simple traditional metrics. 
Using the main endocranial diameters (hemispheric 
length, frontal and maximum widths, and vault mid-
height) to perform a factor analysis on a sample of 21 
endocasts from the human genus (see Bruner et al., 2003 
for details), the first vector is easily recognised as an al-
lometric component, with all positive loadings, account-
ing for almost 90% of the total variation (Fig. 3). This is 
to be expected, considering the simple metrics involved 
and the large correlation between these diameters. It is 
nonetheless worth noting that the first factor is almost 
parallel to the hemispheric length vector. Therefore, we 
can assume that hemispheric length in humans is a good 
(and easy, and quick) proxy for encephalisation, or at 
least for cranial capacity. Hence, we can use these diam-
eters both in a traditional approach as a size index, and 
in geometric superimpositions as a relevant baseline. Us-

Figure 2. The ectocranial midsagittal profile largely characterises the major extinct human taxa. Apart from a general 
trend towards reduction of the facial block, Neandertals show a specific projection of the midface, while 
modern humans show a definite bulging of the parietal profile. Here, average midsagittal configurations from 
the main Hominid groups are compared using a nasion-inion baseline, and the thin-plate spline deformation 
grids. The degree of facial reduction and the parietal bulging set modern humans apart from the rest of the 
human morphotypes (after Bruner et al., 2004).
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ing simple endocranial diameters like these, it has been 
described how modern humans display largest parietal 
length and height when compared with the Homo allo-
metric trajectories (Bruner, 2004). Interestingly, enceph-
alisation in the human genus is associated with a rela-
tive shortening of the parietal chord, with the exception 
of modern humans showing a discrete morphological 
change because of a definite enlargement of the parietal 
diameters (Bruner et al. 2003).

Similar results are supported and further detailed us-
ing geometrical endocranial models. Figure 4 shows the 
comparison between a mean modern human lateral en-
docranial configuration and the mean Neandertal figure, 
using the fronto-occipital baseline, visualised through 
thin-plate spline deformation grids (Bookstein, 1991), 
and mapping of the Euclidean distance differences on 
two representative specimens (Bruner, 2008a). The 
registration according to the same hemispheric length 
shows the main differences at the parietal outline, the 
deformation grids suggest that the main spatial changes 
are represented by the parietal bulging, and the Euclid-
ean distance matrix evidences an absolute enlargement 
of the parieto-cerebellar diameters.

Using the Procrustes superimposition (i.e., translat-
ing, scaling, and rotating the geometric models to mi-
nimise the residual coordinate differences; Bookstein, 
1991), a three dimensional comparison between average 
endocranial shapes in archaic humans, Neandertals, and 

Homo sapiens, shows very scanty differences between 
the formers, and a marked morphological change in the 
latter, associated with the parietal midsagittal enlarge-
ment (Bruner et al., 2003). Again, the same results were 
confirmed by a two-dimensional analysis of the lateral 
endocranial profile performed through multivariate sta-
tistics, mean shapes, and phenetic distances, suggesting 
a morphological gap between the modern and non-mod-
ern variations (Bruner, 2004).

These analyses were computed using homologous 
landmarks of the brain, which of course are difficult to 
recognise on the endocasts, requiring experience and a 
lot of caution. Nonetheless, the same results can be ob-
tained using simple geometrical references not associ-
ated with given anatomical structures. Figure 5 shows 
a Procrustes comparison of the lateral profile between 
the Salé (archaic Homo, Africa, about 400 ka) and the 
Combe Capelle (modern human, Europe, about 25 ka) 
endocasts. The endocast from Salé was supposed to be 
a good example of basic Homo endocranial morphol-
ogy because of the absence of specific derived traits, 
including the marked projection of the occipital lobes 
displayed by the Asian Homo erectus (Bruner, 2003b, 
2004). Nonetheless, there is a certain disagreement on 
this point, and in other studies, this endocast has been 
hypothesised to be largely comparable with those from 
the Asian groups (Holloway et al., 2004). Unfortunately, 
the endocast shows damage exactly at the parieto-oc-

Figure 3. The main endocranial diameters can be used to perform a factor analysis in the human genus (see Bruner 
et al., 2003). HL: hemispheric length; VH: midvault height; MW: maximum endocranial width; FW: frontal 
width (at the Broca’s cap). The first component is largely allometric, while the second is associated with 
inverse relation between height and width. Interestingly, the hemispheric length vector is parallel to the first 
component, i.e., among the main raw endocranial diameters the hemispheric length is a good linear proxy for 
brain size. The diameters are shown on the digital reconstruction of the endocast of Saccopastore 1 (Bruner 
and Manzi, 2008).
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Figure 4. Geometric comparison of the lateral endocranial profile in modern humans (thick links) and Neandertals (thin 
links), through fronto-occipital superimposition and thin-plate spline deformation grids (left) and mapping 
of Euclidean distance matrix analysis (right)(see Bruner, 2008a for details). The baseline comparison is 
computed on mean shapes, while EDMA data are from two representative complete specimens: La Ferrassie 
1 for Neandertals, and one Mesolithic Italian fossil for modern humans. The main differences can be clearly 
detected at the upper parietal areas, both in terms of shape (grid deformation and superimposed profile 
describing the parietal bulging) and form (EDMA map; dark grey: shorter diameters in the modern specimen; 
light grey: longer diameters in the modern specimen).

Figure 5. Using sliding landmarks to delineate the upper (fronto-occipital) endocranial profile by using a Procrustes 
superimposition and minimisation of the bending energy, the result is similar to the previous comparisons. 
The lateral endocranial configuration from the 400 ka Moroccan specimen from Salé (left) is superimposed 
onto the configuration of the 25 ka European specimen from Combe Capelle, showing again bulging of the 
upper parietal surface associated with convolution of the brain morphology. In this comparison it can be also 
recognised a certain lengthening of the temporal lobe. Although these areas have been hypothesised to 
have undergone a relative enlargement in modern humans, in this case it may be related just to a specimen-
specific morphology, being not always detected in other similar comparisons between modern and non-
modern endocasts. Superimposition and deformation grids are computed by using tpsSplin 1.20 (Rohlf, 2004). 
Both endocasts are from the University La Sapienza, Roma.
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cipital boundary, hampering a robust assessment of the 
missed morphology. Furthermore, it must be always 
taken into account that paleoneurology necessarily re-
lies on different endocranial collections, with compari-
sons made upon casts from different authors, different 
materials, and different historical periods. Interestingly 
this specimen also shows a certain lateral bulging of the 
parietal surfaces.

After lateral photography, the endocranial profile of 
the two specimens was modelled using some main ana-
tomical references, and 10 sliding-landmarks between 
the frontal and the occipital poles (see Zelditch et al., 
2004 for further details on the geometric morphometric 
tools). Again, after Procrustes superimposition and thin-
plate spline interpolation the parietal bulging is easily 
recognised as the main morphological change of the en-
docranial geometry.

Sliding landmarks can be also used to perform a 
principal component analysis of the fronto-parieto-oc-
cipital profile, from the anterior insertion of the crista 
galli to the internal occipital protuberance (Fig. 6). The 
first component explains 55% of the total variance, be-
ing associated with parietal bulging and occipital flatten-

ing, characterising the modern human hemispheres. The 
second component separates Neandertals and archaic 
humans mainly because of the occipital projection of the 
latter.

Of course, because the brain versus neurocranium 
is a unique structural and functional system, changes in 
a given region could be associated with differences in 
other related districts. Accordingly, the bulging of the 
upper parietal areas described in modern humans can 
be the result of at least three different processes: 1) a 
change in the upper parietal neural mass; 2) a change 
in other neural areas influencing the position and topol-
ogy of the upper parietal surface (e.g., the lower parietal 
structures); 3) a change of the skull organisation (e.g., 
the cranial base) involving rearrangement and redistribu-
tion of the endocranial volumes.

Some information to better evaluate this framework 
can be provided by comparing directly the parietal com-
ponents by using again a landmark-based approach (Fig. 
7). Superimposing the lateral parietal morphology from 
Salè and from a modern human endocast using the hemi-
spheric length as a baseline, the lateral sulcus shows a 
similar position and orientation, and the lower parietal 

Figure 6. A Principal Component Analysis was performed using sliding landmarks and Procrustes registration to outline 
the fronto-parieto-occipital profile (from crista galli to internal occipital protuberance), by using tpsRelw 
1.45 (Rohlf, 2007). The first component separates modern (MOD) from non-modern specimens because of 
the parietal bulging of the former. The second component separates (to a lesser degree) archaic humans 
(ARC) from Neandertals (NDR), because of the occipital projection of the former. ARC: Salé, Arago, Trinil 2, 
Zhoukoudien 3, Zhoukoudien 12, Sambungmacan 3; NDR: Saccopastore 1, Guattari, La Chapelle-aux-Saints; 
MOD: Combe Capelle, Vatte di Zambana (both hemispheres).
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areas do not display relative enlargements. The thin-
plate spline deformation grids (which are superimposi-
tion-independent and account for the minimum spatial 
deformation required for the geometrical fitting of the 
two systems of coordinates) further confirm this evi-
dence. Once more, changes localised at the upper pari-
etal lobule seem to be the more striking features of mod-
ern human endocranial morphology. The intra-parietal 
area seems to separate an area of relative expansion (up-
per lobule) from an area of relative compression (lower 
lobule), at least in lateral view.

A final indication comes from the endocranial traces 
of the middle meningeal vessels, as record of fossilised 
physiological and morphogenetic processes. The pat-
terns of these vascular imprints show interesting differ-
ences within the human genus in its complexity, posi-
tion, and general organisation (Grimaud-Hervé, 1997). 
Although the endocranial angiogenesis has an active role 
in neurocranial growth and development (Henderson et 
al., 2004), the vascular organisation is largely influenced 
by the neurocranial structural and functional environ-
ment (O’Laughlin, 1996). Using a fractal analysis, the 
degree of reticulation of the meningeal vessels has been 
demonstrated to be similar in Neandertals and archaic 
humans, but definitely higher in Homo sapiens (Bruner et 
al., 2005). The increasing reticulation of the middle men-
ingeal vessels concerns the whole endocranial surface, 
mostly through its anterior branches, but it is particularly 
stressed at the parietal surface (e.g., Saban, 1982). The 
evolution and morphogenesis of these vessels has been 
largely ignored (Falk, 1993; Bruner and Sherkat, 2008). 
The more complex branching pattern and larger number 
of anastomoses detected in modern humans through en-

docranial imprints may be related to a more reticulated 
vascular system (associated with cognitive or metabolic 
functions), or to a larger number of traces left on the en-
docranial wall (associated with some structure/pressure 
differences). In both cases, they once more suggest that 
in modern humans some factors have induced changes 
in the brain versus braincase relationship at the parietal 
surfaces.

Of course, the fossil record is far from being a robust 
statistical sample, and there are some interesting excep-
tions. One of these is the European Middle Pleistocene 
parietal from Arago (Fig. 8a) showing no midsagittal 
bulging but a rather large parietal surface and branched 
vascular traces. Other reticulated middle meningeal 
traces can be described for the Neandertals from Biache-
Saint-Vaast (Saban, 1979) and for some fragmented pa-
rietals from Krapina (Bruner et al., 2006).

THE EvoluTion of THE PARiETAl 
AREAs in THE HumAn GEnus

According to the shape differences in the endocra-
nial profile of the genus Homo and the patterns of mor-
phological covariation associated with the human extinct 
variability, it has been hypothesised that some structural 
constraints could have characterised the evolution of 
the parietal areas (Bruner, 2004). Considering the non-
modern variation, as the brain gets larger the longitudi-
nal and vertical diameters of the parietal areas do not 
keep pace with the frontal and occipital changes. This 
negative allometry of the parietal profile leads to a mor-
phological compression and flattening of the parietal ar-
eas along the encephalisation trajectories. Such relative 

Figure 7. The parietal areas from Salé (Middle Pleistocene, North Africa) and Vatte di Zambana (Mesolithic, Italy) are 
compared through fronto-occipital registration and thin-plate spline deformation grids, by using Morpheus 
et al. (Slice, 2000). Apart from the frontal and occipital poles, the configuration includes the lower fronto-
parietal boundary and the posterior edge of the lateral sulcus, the supramarginal and angular gyri, the anterior 
edge of the intraparietal groove, the anterior and posterior midsagittal boundaries of the parietal lobes, the 
midagittal projection of the postcentral sulcus, and the midpoint on the upper lobule midsagittal profile. Each 
configuration is the mean of five independent resampling procedures. According to the hemispheric length 
(wireframes) and minimum deformation (grids), the differences are clearly localised at the upper parietal 
volumes, enlarged in the modern specimen. The intra-parietal area seems to delineate the lower border of 
such expansion.
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shortening and flattening of the upper parietal structures 
could have been induced by two factors, mostly based on 
the tight causal relationship between the brain and vault 
morphogenesis, in which the former largely determines 
the latter (Moss and Young, 1960; Enlow, 1990). Firstly, 
the position of the parietal areas between the frontal and 
occipital ones may suggest that, while the anterior and 
posterior volumes are able to arrange their topology ac-
cording to the allometric changes of the hard (the cranial 
base) and soft (the subcortical structures) tissues, the 
interposed volumes are forced to vary accordingly. Sec-
ondly, being the vault shape largely associated with the 
strains of the meningeal tensions, it may be hypothesised 
that allometric and structural constraints may be related 
to the relationship between cortical volumes and the falx 
cerebri. For example, such a relationship can be eas-
ily influenced by a classical spatial interaction between 
structures growing at the power of three (the brain) and 
structures growing at the power of two (the falx).

Neandertals were the most encephalised non-mod-
ern human group, showing a sort of vault upward “bend-
ing” possibly related to this allometric pattern. Interest-
ingly, Neandertals often display supernumerary ossicles 
at the parieto-occipital boundary, revealing a sort of 
“morphological instability” of those areas (Sergi, 1934, 
1948). Such hypostotic traits, even when sub-patholog-

ical, suggest a lack of morphogenetic balance during 
ontogeny (Manzi et al., 1996), revealing some possible 
evolutionary limits, i.e we can assume that at the parieto-
occipital boundary Neandertals could have been charac-
terised by a loss of balance between size (growth) and 
shape (developments) changes during ontongeny. This 
is not particularly surprising, the basic organisation of 
their neurocranial system having evolved at the end of 
the Pliocene for brains of 600-700 cubic centimetres.

Considering this hypothesis about the non-modern 
endocranial variation of the human genus, the modern 
configuration can be interpreted in two ways. First, the 
parietal rearrangement in Homo sapiens could have been 
a structural solution to the allometric endocranial con-
straints. Of course, such a solution could have revealed 
some interesting cognitive involvements. Alternatively, 
the cognitive changes associated with the upper parietal 
areas could have been the selective force leading to the 
morphological changes, which secondarily could have 
led to the structural solution to trespass the allometric 
constraints.

The Neandertal lineage displayed a “Neandertal 
brain” from 100-120 ka, as suggested by the morphology 
of the Saccopastore (Bruner and Manzi, 2008) and possi-
bly Krapina (Bruner et al., 2007) endocasts. Nonetheless, 
they reached a “classic” morphology around 50-60 ka. 

Figure 8. The reconstructed endocast from Arago at the Istituto Italiano di Paleontologia Umana, Roma (a). The parietal 
surface is rather large and bossed, with reticulated traces of the  middle meningeal vessels. The endocast 
from Jebel Irhoud (b) and Skhul V (c) at the Institut de Paleontologie Humaine, Paris, in left and posterior 
views. The first shows a general archaic appearance, but with a certain lateral bulging of the upper parietal 
areas (most evident on the left side) as described for Neandertals. The second unfortunately is damaged at 
the anterior parietal boundaries, but the overall parietal morphology is closer to the modern human figure.
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However, the modern endocranial organisation is sup-
posed to have evolved at least around 100 ka. The skull 
from Jebel Irhoud (Morocco, about 150 ka), although 
showing a plesiomorph neurocranial morphology, dis-
plays a modern-like overall profile (Bruner et al., 2004). 
The endocast (Fig. 8b - see Holloway, 1981) shows a 
non-modern morphology (Bruner et al., 2003). More 
interestingly, the parietal morphology displays a Nean-
dertal-like lateral expansion leading to the en bombe pro-
file in posterior view (Bruner, 2003b; but see Grimaud-
Hervé, 2005). The endocast from Skhul V (Near East, 
around 120 ka), supposed to be a full anatomically mod-
ern human, shows the modern-like parietal bulging but 
not so stressed like in the Upper Pleistocene European 
fossil record. Unfortunately, some damage at the mid-
parietal surface hampers a reliable assessment of the en-
docranial upper morphology (Fig. 8c).

The first modern humans shared the Mousterian 
lithic assemblage with the Neandertals. Also, the cog-
nitive evidence of higher level processing capability 
(“enhanced working memory”; see Wynn and Coolidge, 
2003, 2004, 2006; Coolidge and Wynn, 2005) are defi-
nitely recognisable much after the first appearance of the 
modern fossil record. All this incomplete evidence lead 
us to question whether or not the origin of the modern 
human lineage coincided with the origin of the modern 
human brain. This issue is particularly intriguing, and it 
will represent the most interesting topic in paleoneurol-
ogy in the next years.

Of course, even if these morphological changes are 
actually related to the enlargement of the upper pari-
etal cortical areas, the exact nature of such differences 
must be further investigated, being possibly related to 
an increased number of neurons, or increased number 
of connections, or even increased glial component (for 
example, to support metabolism). On the other hand, 
this anatomical change can be surely investigated in 
terms of functional craniology and morphological inte-
gration, including considerations on the overall cranial 
architecture. For example, the modern neurocranial 
globularity was hypothesised to be a consequence of 
changes at the temporal and frontal poles (Lieberman et 
al., 2002). Now, in the evolution of the human genus, 
the frontal lobes display only some allometric variations 
(Semendeferi et al., 1997: Rilling, 2006), mainly related 
to lateral enlargement (Bruner, 2004), and without any 
relevant changes of the midsagittal profile (Bookstein et 
al., 1999). Concerning the temporal lobes, although they 
could show some derived traits mostly related to the lat-
eral morphology (Bastir et al., 2008), their changes are 
mostly associated with structural and functional con-
straints related to the biomechanical association of the 
middle fossa with the underlying mandibular structures 
(Bastir et al., 2004a, 2004b). Therefore, both the frontal 
and temporal areas seem hardly related to the neurocra-
nial globularity described for the modern human popula-
tions. On the other hand, the parietal enlargement should 
be carefully considered when the general geometric con-

volution of the modern brain is acknowledged, associ-
ated with forward shifting of the cerebellar and temporal 
lobes, cranial base flexion, and closure of the interposed 
spaces (Sylvian valley at the lesser wings of the sphe-
noid and temporal valley at the petrous pyramids).

Interestingly, the occipital and parietal bones have 
been hypothesised to be part of a single integrated unit 
with modern humans and Neandertals being the ex-
tremes of a continuous structural trajectory, character-
ised respectively by bulging occipital and flat parietals, 
and bulging parietals and flat occipital (Gunz & Harvati, 
2007). This information raises two relevant questions: 
1) whether the modern human transition has been dis-
crete or more gradual; 2) whether the modern human 
transition has been based on an actual morphological 
reorganisation or simply on the variation of pre-existing 
relationships. Of course, these questions can be only in-
vestigated after increasing the fossil record from North 
Africa, East Africa, and Levant, associated with the sec-
ond half of the Middle Pleistocene.

Clearly, neontological studies are also needed to 
move further on these topics, being the current knowl-
edge on the endocranial morphogenesis rather frag-
mented and heterogeneous. 

A large amount of MRI brain studies suggest that 
the temporal lobes are the only areas in modern humans 
showing a definite exceeding volume when the allome-
tric pattern of the non-human primates is taken into ac-
count (Rilling & Insel, 1999; Semendeferi & Damasio, 
2000; Rilling & Seligman, 2002; Rilling, 2006). As al-
ready mentioned, a forward shifting of the anterior tem-
poral areas in modern humans has been also described 
relatively to other extinct human species (Bastir et al., 
2008). Unfortunately, mostly because of the blurred 
boundaries between the parietal and occipital lobes, no 
volumetric comparisons are currently available for the 
parietal areas alone. Clearly, it must be assessed whether 
or not the parietal volume in the modern human brain fits 
the expected allometric value for primates. I suspect that 
even these areas could show a positive departure from 
the allometric trajectory of the primates brain organisa-
tion, in its volumetric component or considering the sur-
face/volume relationship. 

Other information comes directly from the neuro-
genetic process of the modern cortical areas. During the 
brain ontogeny the upper parietal areas reach maturation 
very early compared with other structures (Gogtay et 
al., 2004). Considering the common statement that early 
maturing structures are the most primitive, or the upper 
parietal cortical areas are not so derived, or the state-
ment is quite misleading! On the other hand, there is evi-
dence that single gene changes can promote/demote the 
growth of large cortical surfaces (like in polymicrogyria; 
see Rakic, 2004), suggesting that discrete neural evolu-
tionary steps are at least possible. Finally, there are very 
interesting approaches remarking the role of neurons as 
biomechanical tensors in shaping the brain morphology 
directing the growing forces during ontogeny (Van Es-
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sen, 1997; Hilgetag and Barbas, 2005; Toro and Burnod, 
2005). In fact, neurons are not only part of the synaptical 
networks, but also physical anisotropic structures, with 
specific densities and strain distributions related to their 
biochemical composition. A change in the neural mor-
phology or cellular organisation will influence the way 
size and shape changes can be directed throughout the 
anatomical components during the ontogenesis. Such 
structural frameworks linking geometry and morpho-
genesis are even more relevant in paleoneurology when 
considering that brain morphology also influences physi-
ological variables like thermoregulation or connectivity. 
This last topic, being related to geometry (Sporns et al., 
2002, 2004), should be further considered in paleoneu-
rological studies. In fossils, soft tissues are gone, but the 

form of the endocranium still provides some information 
on their processes.

Naturally, the analysis of the parietal evolution 
has its neuropsychological and behavioural counterpart 
(Bruner, 2008b; Fig. 9). The studies on the parietal lobes 
have undergone a relevant development in the last de-
cades (Mountcastle, 1995). The visuo-spatial integration 
processes associated with the upper parietal areas (in-
cluding the deepened layers in the intraparietal sulcus) 
is aimed at receiving information from the inside (eyes, 
head, limbs) and outside (visual and acoustic stimuli) 
through different coordinate systems, generating one 
single coordinate frame able to represent the outer en-
vironment and the relationship between the environment 
and the self (Sakata et al., 1997; Wise et al., 1997). Such 

Figure 9. The upper parietal lobules (including the heterogeneous and specialised cortical surface deepened in the 
intraparietal sulcus) receive spatial information from the outer and inner environments, integrating the different 
coordinate frameworks in time and space, and producing a mental representation of both the self and the 
outer reality according to rules, priorities, and cues, associated with relevance, attention, and decision making 
processes. The upper parietal areas are the interface between mind and environment, reproducing and 
“handling” reality within a virtual and ordered frame.
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a representation is not “objective”, being mediated by 
the personal experience which moulds saliency filters 
giving a different degree of relevance to different stim-
uli, and leading to important behavioural responses as-
sociated with decision-making and attention (Gootlieb et 
al., 1998; Rushworth et al., 2001; Andersen and Buneo, 
2002; Wardak et al., 2005; Freedman and Assad, 2006). 
Finally, if the lower parietal areas are mostly linked with 
the temporal lobes and involved in speech functions, 
the upper parietal lobules are largely connected with the 
prefrontal dorsal districts interacting through re-entrant 
signalling (Battaglia-Mayer and Caminiti 2002; Batta-
glia-Mayer et al. 2006), opening to speculations on their 
reciprocal influence in functions associated with work-
ing memory and other high-order capabilities.

Most of the literature on the upper parietal areas fo-
cus on the intraparietal region as main centre of integra-
tion between the self and the outer environment, ranging 
from hand-eye coordination (that is, physical interac-
tion) to “thought experiments” (that is, virtual interac-
tion) (Andersen et al., 1997; Sakata et al., 1997; Rush-
worth et al., 2001; Andersen and Buneo, 2002; Bisley 
and Goldberg, 2003). The integration between self and 
non-self at the intraparietal sulcus directly leads to in-
tention and goal organisation, including the interpetation 
of possible actions performed by other individuals (see 
Tunik et al., 2007 for a detailed review). The geometric 
comparisons preliminarily suggest that volumetric varia-
tion around the intraparietal area are compatible with the 
morphological differences observed between the modern 
and non-modern human endocasts. Although the intra-
parietal sulcus is hardly considered when dealing with 
the cortical surface, it represents a large volumetric per-
centage of the parietal cortex, being a rather deep struc-
ture, with a mean sulcal depth of 20 mm (Ebeling and 
Steinmetz, 1995). So, taking into account its functional 
role, its volumetric component, and the variation high-
lighted in the geometrical analyses, these areas should 
be carefully considered when dealing with the origin of 
the modern brain. It is worth also noting that the intrapa-
rietal sulcus is the main area of neural activation when 
a stone tool is produced (Stout and Chaminade, 2007), 
this process requiring a three dimensional virtual image 
of the raw object in mind, the future form visualised into 
it, shaping hands according to the outer reality, and a 
project.

In this regard, it must be once more stressed that 
also Neandertals showed a lateral widening of the upper 
parietal lobule (Bruner et al., 2003). This should be taken 
in mind when such a morphological change is associ-
ated with a technological one (Mousterian shared also 
with early modern humans), and a further difference is 
related to another cultural transition (Aurignacian asso-
ciated with full modern humans). This leads to another 
very relevant question, of whether the “domed” appear-
ance in rear view of the modern endocranium is derived 
from a “tent-like” morphology (maximum endocranial 
width at the upper temporal areas, like in H. ergaster/

erectus, and maybe in H. heidelbergensis too) or from 
a “en-bombe” morphology (shared with Neandertals by 
means of a lateral widening of the upper parietal areas 
without any vertical and midsagittal enlargement).

Of course, one of the major cognitive proofs of some 
underlying neural evolution is art (Hodgson, 2006). 
Here, again we need to understand the spatial organisa-
tion of the outer reality, giving a differential importance 
to its components, to make a virtual projection of the 
outer scene, and to coordinate our hands and movements 
with our perceptions and with the relationship we have 
in mind to represent (i.e., a simulation). It is hence rather 
amazing that, since the early findings on the cave walls, 
such kinds of first evidence of the modern brain were 
called “parietal” art!
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CHAPTER 7 
 
CEREbEllum And bRAin EvoluTion 
in HoloCEnE HumAns

AnnE H. WEAvER

dence that human behavior and morphology, including 
brain morphology, have continued to evolve since the 
Late Pleistocene(Hawks, Wang et al., 2007).

Temporal correlations between divergent lines of 
evidence can stimulate causal hypotheses about the ge-
netic and cultural dynamics that interacted to produce 
brain morphology and related cognitive patterns char-
acteristic of living humans. The purpose of this paper 
is to outline chronological developments that may have 
contributed to cerebellar evolution, summarize the pres-
ent state of the evidence, and suggest further directions 
for research.

CHRonology foR ARCHAiC And 
modERn HumAn PoPulATions

Dating of fossil and archeological remains during 
the crucial Late Pleistocene period has been subject to 
a flurry of recent revisions related to refined method-
ologies in analysis and calibration of Carbon-14 (14C) 
dates. The chronology outlined below will rely on un-
calibrated dates because they are the most accessible and 
consistent. However, the reader should note that uncali-
brated dates tend to underestimate calendar years. For 
current discussions of the implications of reanalysis and 
redating of critical fossils and sites, refer to Trinkaus 
(Trinkaus, 2005), Mellars (Mellars, 2006), and Zihlão 
(Zilhão, 2006).

By the end of the Middle Pleistocene (250,000 years 
BP), Africa and Eurasia were populated by scattered 
groups of fairly large-brained, sturdy-bodied humans 
known as “early archaic Homo sapiens.” They were 
descendants of Homo erectus, who had spread from Af-
rica over the preceding 1.5 million years. Early archaic 

AbsTRACT

Evolutionary development of the cerebellum and 
its implications for human cognitive evolution must be 
considered in the broader framework of hominin brain 
evolution–a gradual, complex process that involved 
heterochrony in response to genetic evolution, cultural 
innovation, population dynamics, and environmental 
challenges over an extended time. This chapter offers a 
chronology of relevant events and a proposed scenario 
that integrates the presently available data relating to 
cerebellar evolution in Late Pleistocene and Holocene 
humans (150,000 years BP to the present.)

inTRoduCTion 
Overall brain volume in the genus Homo reached 

its maximum by the late Middle Pleistocene (>150,000 
years BP), and then declined somewhat thereafter, 
probably in response to a decrease in body mass (Ruff, 
Trinkaus et al., 1997). 

The relative proportions of the cerebellum and ce-
rebral hemispheres continued to change as well, sug-
gesting that cerebellar-neocortical interactions remained 
under selection. In recent humans, the cerebral hemi-
spheres are relatively smaller and the cerebellum rela-
tively larger than in terminal Pleistocene humans. The 
cerebellum did not reach modern proportions until the 
very late Pleistocene (some time after 28,000 years BP) 
postdating by several thousand years the appearance of 
modern humans in territories occupied by archaic human 
groups (Weaver, 2001; Weaver, 2005). 

This pattern of continued cerebellar evolution is 
consistent with fossil, archeological and genetic evi-
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Homo sapiens gave rise to two populations of particular 
interest: Neandertals and anatomically modern humans.

Neandertals are a regional variant of late archaic 
Homo sapiens who inhabited Europe and Western Asia. 
Neandertals are distinguished from other late archaic 
Homo sapiens by their “cold adapted” body proportions, 
expanded nasal morphology, and other dental, skeletal 
and craniofacial features (Trinkaus, 2006). Individual 
distinctive Neandertal features are present in European 
fossils as old as 400-600,000 years BP (Bischoff, Shamp 
et al. 2003) but the “classic” Neandertal pattern did 
not coalesce until after 75,000 years BP. The most re-
cent reliably dated diagnostic Neandertal remains have 
been radiocarbon dated to 32-33,000 years BP (Higham, 
Ramsey et al., 2006).

In Africa, archaic Homo sapiens gave rise to another 
distinct lineage, destined to become the ancestors of re-
cent humans, approximately 200,000 years BP. Like Ne-
andertals, they were large-brained. These hominins were 
characterized by their shorter faces, smaller incisors, 
narrower noses, and prominent chins, along with derived 
postcranial features especially notable in the shoulder 

and pelvis (Trinkaus, 2006) . Because Holocene humans 
share these characteristics, this group of fossils and later 
ones that resemble them are known as “early anatomi-
cally modern Homo sapiens.” They are considered to be 
the direct ancestors of contemporary humans. Anatomi-
cally modern humans were apparently confined to Africa 
until 50,000-60,000 years BP, (with brief incursions into 
the Levant ca. 90,000 years BP) (Vandermeersch, 1981; 
Tillier, 1999).

Anatomically modern humans reached Australia by 
50,000 years BP (Brown, 1992), Eastern Asia by 30,000 
years BP (Trinkaus, 2005), and the Americas by at least 
12,500 years BP (Dillehay, 1999).

The pattern of interaction between anatomically 
modern humans and the archaic populations they en-
countered as they spread out of Africa is ambiguous. A 
thorough analysis of the archeological, skeletal and ge-
netic evidence precludes contact between anatomically 
modern humans and Neandertals prior to 43,000 years 
ago. Then, within a brief period of about 1,000 years, 
admixture, competition and conflict had resolved the dis-
tinctive modern and human population differences be-

Figure. 1. Stages in cerebellar evolution. Light Gray = cerebral hemisphere volume; Dark Gray = cerebellum volume. 
Early–Middle Pleistocene includes Homo habilis, Homo erectus, and early archaic Homo sapiens. Late 
Pleistocene includes Neandertals and Cro-Magnon 1. 
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tween the two groups. Neandertal skeletal features per-
sisted in scattered hybrid descendants (Trinkaus 2006), 
but gradually decreased in frequency until few overt 
traces remained. To date, analyses of Neandertal DNA 
suggest that they may have made a minimal, as yet poorly 
defined, contribution to the modern human gene pool, 
perhaps through limited interbreeding between modern 
males and Neandertal females (Trinkaus, Moldovan et 
al., 2003; Green, Krause et al., 2006; Noonan, Coop et 
al., 2006; Zilhão, 2006). A recent study has identified 
microcephalin variant MCPH1, which appears to affect 
neocortical and cerebellar development (Trimborn, Bell 
et al., 2004), as an introgressive gene from late archaic 
humans–possibly Neandertals. (See discussion below.) 
(Evans, Mekel-Bobrov et al., 2006; Zilhão, 2006). 

EndoCRAniAl mEAsuREmEnTs  
in fossils

Brain size in fossils is estimated from endocranial 
capacity. Relative brain size in fossil hominins is cus-
tomarily expressed as an encephalization quotient, or 
“EQ,” (Jerison, 1974) which represents logged values 
for actual/expected brain size for a given body mass. The 
best estimates of body mass and endocranial volumes  
for Late Pleistocene archaic and modern humans suggest 
that, despite their absolutely larger brains, mean EQ in 
Neandertals was slightly lower than that of anatomically 
modern humans, although there is considerable overlap 
at the lower end of the modern human range of varia-
tion (Ruff, Trinkaus et al., 1997; Rosenberg, Zune et al., 
2006).

Neandertals, like other archaic humans, have elon-
gated braincases, with low, sloping foreheads. However, 
their frontal lobe profiles, recorded on the inner table of 
the skull, do not differ significantly from modern humans 
(Bookstein, Schäfer et al., 1999; Holloway, Broadfield 
et al., 2004). Asymmetry of the cerebral hemispheres, 
well established in hominins since the early Pleistocene 
(Begun and Walker, 1993), is similar in Neandertals 
and anatomically modern humans, suggesting a similar 
pattern of functional lateralization. On the basis of dif-
ferences in parietal proportions (at least with regard to 
chord measurements), have led Bruner (Bruner, 2004) 
to suggest that brain expansion in Neandertals and early 
modern humans may have followed independent evolu-
tionary trajectories. However, as described below, the 
archeological record indicates that both groups engaged 
in similar subsistence behaviors and developed similar 
technical expertise over time (Mellars, 2006; Zilhão, 
2006; Zilhao, d’Errico et al., 2006).

RElATivE CEREbEllAR volumE

Cerebellum size in fossil hominins can be estimated 
from the volume of the posterior cranial fossa, which 
is highly correlated with cerebellum volume (Weaver, 
2005). To date, cerebellar volume estimates for fossils 

are available for a total of 18 fossil hominins. The Late 
Pleistocene sample includes one anatomically modern 
human (Cro-Magnon I; 28,000 years BP); and three clas-
sic Neandertals (La Chapelle I, La Ferrassie I, and Gil-
braltar/Forbes Quarry (Weaver, 2005). The recent human 
comparative sample incorporates data for over 1,450 
individuals, collected from multiple sources (Weaver, 
2005). Such a large data set for modern humans permits 
a degree of statistical robusticity, despite the small size of 
the fossil sample. Nonetheless, it should be emphasized 
that the present fossil sample is very small and interpre-
tations based on such a limited sample are tentative.

The data indicate that recent humans have cerebella 
that are both absolutely and relatively larger than any 
of the Late Pleistocene humans. As a consequence, the 
cerebral hemispheres of contemporary humans are pro-
portionately smaller than they are in Neandertals and 
Cro-Magnon 1 (Weaver, 2005).

The brain is a costly organ to maintain, despite its 
putative contribution to evolutionary fitness. It is likely 
that increased cerebellar volume represents a fitness ad-
vantage to Holocene and recent humans, reflected in a 
more useful or efficient cognitive strategy without an in-
crease in overall brain mass.

EvoluTion in gEnEs THAT ConTRibuTE 
To bRAin dEvEloPmEnT

Continued cerebellar evolution coincides with 
changes in relative frequency of a number of genes in-
volved in regulating brain development. These genes 
appear to have been subject to positive Darwinian se-
lection. Notable among them are microcephalin, ASPM, 
and FOXP2 (Vargha-Khadem, Watkins et al., 1995; 
Vargha-Khadem, Watkins et al., 1998; Lai, Fisher et al., 
2001; Enard, Przeworski et al., 2002; Evans, Anderson 
et al., 2004; Evans, Anderson et al., 2004; Shu, Cho et 
al., 2005; Evans, Mekel-Bobrov et al., 2006; Evans, Val-
lender et al., 2006). At present, the confidence intervals 
related to the timing of mutations in these genes are 
very broad. In addition, functional contributions of these 
genes to brain morphology and their possible contribu-
tions to cognitive behavior are poorly understood. How-
ever, temporal correlations between changes in these 
genes brain and behavioral changes are suggestive.

Microcephalin is of particular interest, because one 
variant (MCPH1) may have passed from Neandertals or 
other archaic humans into the anatomically modern gene 
pool (Evans, Anderson et al., 2004; Evans, Mekel-Bo-
brov et al., 2006). Microcephalin plays a critical role in 
brain size regulation. It appears to affect cerebellar size 
as well (Trimborn, Bell et al., 2004). Its influence on the 
cerebellum may be the result of a global developmen-
tal effect that manifests during the proliferation phase 
of neurogenesis. Analysis of the MCPH1 allele suggests 
that it entered the gene pool of anatomically modern hu-
mans at or sometime before 37,000 (± 23,000) years BP 
from an archaic human population. As a result of posi-
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tive selection, this allele has now reached a frequency of 
70% in recent humans. The very high frequencies of this 
allele in eastern Siberia (98%) and in indigenous Ameri-
can populations (92-100%) seem to indicate that this al-
lele was well established prior to the entry of humans 
into the Americas.

Unfortunately, both genetic and quantitative mor-
phological data for Australian brain morphology are 
severely lacking. There is some evidence that cerebel-
lar proportions in indigenous Australians are atypical. 
(Klekamp, Riedel et al., 1987; Klekamp, Riedel et al. 
1989) Additional genetic and volumetric data for Aus-
tralian populations could be highly informative in deter-
mining which alleles, if any, may have entered the mod-
ern human gene pool subsequent to human dispersal into 
Australia.

ASPM, another allele that is expressed in the cerebel-
lum and also contributes to brain size may have affected 
brain evolution in hominins. ASPM appears to have 
been subject to positive selective pressure after the split 
of humans and chimpanzees (5-7 million years BP) but 
before modern humans left Africa (Zhang, 2003; Evans, 
Anderson et al., 2004). One variant of ASPM, haplotype 
63, appeared ~5800 years BP (95% confidence interval 
14,100 - 500 years), and may be subject to ongoing posi-
tive selection (Mekel-Bobrov, Gilbert et al., 2005). 

Neither microcephalin MCPH1 nor ASPM haplo-
type 63 has reached fixation in the human genome as a 
whole. Their present-day differential distribution across 
global populations may reflect alternate but equivalent 
cognitive strategies in living humans; mutations that 
were subject to positive selection in the past; or atypical 
historical population dynamics.

The FOXP2 gene has received considerable atten-
tion due to its apparent role in regulating social commu-
nication in many organisms. Disruption of this gene in 
humans manifests in problems with grammar and speech 
production, non-verbal intelligence, and non-speech re-
lated movements of the mouth and face. FOXP2, a tran-
scription factor, appears to affect development of several 
brain regions, most notably the caudate nucleus of the 
basal ganglia (Vargha-Khadem, Watkins et al., 1995; 
Vargha-Khadem, Watkins et al., 1998; Lai, Fisher et al., 
2001; Shu, Cho et al., 2005). Experiments with mice 
suggest that FOXP2 is involved in regulating cerebellar 
development and neural migration as well (Shu, Cho et 
al., 2005; Brumwell and Curran, 2006). This gene has 
apparently come under selection in recent human evo-
lution, undergoing a selective sweep between 100,000 
years and 10,000 years BP (Enard, Przeworski et al., 
2002). FOXP2 may indeed play a role in human cogni-
tive evolution. However, it is important to emphasize that 
no single gene can possibly account for the emergence of 
the complex, highly distributed, redundant, and flexible 
set of cognitive behaviors involved in human language.

CEREbEllAR EvoluTion & CogniTion

Many researchers have suggested that the special-
ized architecture of the cerebellum enables it to process 
neural data regardless of whether they arise in “sensory”, 
“motor”, or “association” areas of the neocortex (Leiner, 
Leiner et al., 1986; Ito, 1993; Houk and Wise, 1995; Ar-
riada-Mendicoa, Otero-Silceo et al., 1999; Fox, Sitom-
pul et al., 1999; Houk and Miller, 2001; Middleton and 
Strick, 2001; Houk, 2005). There is a growing consensus 
that the cerebellum makes a significant contribution to 
higher cognitive functions, including planning of future 
actions, working memory, visual perception, directed at-
tention, and rule-based learning.

The archeological record supports the hypothesis 
that intensified demands related to these quintessentially 
human cognitive behaviors coincided with cerebellar 
evolution. Schoenemann (Schoenemann, 2006) summa-
rizes social and ecological factors that may have inten-
sified selective pressures for brain evolution during the 
course of hominid evolution. Following is a brief chro-
nology focusing on behaviors that emerged as part of the 
archeological record of the Holocene, in comparison to 
those already in place by the Late Pleistocene. Again, 
however, it must be noted that temporal correlations are 
not causally definitive. While the data are thought-pro-
voking, they are not conclusive.

By the Late Pleistocene, and prior to cerebellar 
expansion, both late archaic and anatomically modern 
humans had mastered a complex repertory of culturally-
based subsistence techniques related to complex forag-
ing, invented and maintained for thousands of years by 
large-brained hominins. For example, more than 80,000 
years ago Neandertals had mastered a tightly-controlled 
and complex series of processes, including the advanced 
pyrotechnology, needed to manufacture adhesive pitch 
from birch bark. A fingerprint and wood fragments in-
dicate that the pitch was used to fashion hafted tools 
(Koller, Baumer et al., 2001; Zilhão, 2006).

Like anatomically modern humans, Neandertals 
had the hunting skill to rank as top predators in diverse 
climates, adapting their hunting strategies to suit local 
circumstances (Richards, Pettitt et al., 2000; Bocherens, 
Drucker et al., 2005; Zilhão, 2006). Both anatomically 
modern humans and Neandertals left examples of non-
figurative “concept-mediated markings” (Bednarick, 
1995) on bone, rock, and gravestones (Peyrony, 1934). 
As early as 75,000 years ago, anatomically modern hu-
mans were stringing together beads made from drilled 
and pierced ostrich eggs and marine shells. By 35,000 
years ago, Neandertals were making beads as well, fa-
voring pierced and grooved animal teeth, bone, ivory, 
soft stone and even fossils (Peyrony, 1934; Bednarick, 
1995; d’Errico, Zilhao et al., 1998; Zilhão, 2006). The 
earliest recognizable musical instruments–flutes made 
of bird bone, found at Geissenklösterle, have been dated 
between 33,500 and 37,000 years BP (Hahn and Münzel, 
1995; Conard and Uerpmann, 2000).
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Figure. 2. Timetable of Cognitive Developments and Cultural Stages for the Late Pleistocene. Key to abbreviations: 
“AMH” = anatomically modern humans; “CBLM” = relative cerebellar expansion; “MCPH1” = microcephalin 
variant MCPH1; “ASPM” = ASPM haplotype 63; “Hy” = period of probable hybridization between 
Neandertals and anatomically modern humans in Europe; “MP” = Middle Paleolithic cultural period; “UP” 
= Upper Paleolithic cultural period; “Hol” = Holocene epoch; “Marks” = appearance of “concept-mediated 
marking”(Bednarick 1995); “FigArt” = appearance of figurate/representational art; “Ag” = onset of agriculture in 
Western Asia; “Wri” = appearance of writing.
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That is to say, Neandertals and anatomically mod-
ern humans cannot be distinguished on the basis of their 
technological accomplishments or behavioral reperto-
ries. Despite marginal differences in encephalization and 
possible morphological differences related to differen-
tial parietal lobe development, there is no uncontrover-
sial evidence that Late Pleistocene anatomically modern 
humans displayed “advanced” cognitive behavior rela-
tive to their Neandertal cousins. This is consistent with 
the similar cerebellar morphology characteristic of both 
groups. And it is in accord with the hypothesis that Ne-
andertals and anatomically modern humans were mem-
bers of the same species.

Introgression of the microcephalin MCPH1 allele 
was roughly coincident with early encounters between 
Neandertals or other archaic humans with the emergence 
of anatomically modern humans from Africa 50,000–
35,000 years BP. Shortly after that time (ca. 30,000 years 
BP), well-developed figurative art appears in the archeo-
logical record. Given the extensive use of ochre and oc-
casional manifestations of “concept-mediated marking” 
dating back for tens of thousands of years, both in Af-
rica and in Europe, it is reasonable to speculate that the 
sophisticated drawings, carvings, and small-scale sculp-
tures produced after 30,000 years ago arose from a long-
incipient human tendency for visual expression. Newly 
activated or continued selection acting on the FOXP2 
gene may have contributed to this flowering of symbolic 
activity. However, increased cerebellar capacity was ap-
parently not a prerequisite for such expressions.

What, then, might account for continued brain evo-
lution in humans after 30,000 years BP, including cer-
ebellar expansion, continued selective pressure acting 
on FOXP2, MCPH1, and the appearance and selection 
associated with ASPM haplotype 63? 

Climatic stress may have been an important selec-
tive agent. Beginning about 28,000 years ago, a period 
of severe global cooling ensued. Glaciers expanded, 
forests retreated, and by 18-20,000 years ago, northern 
Africa was an extreme tropical desert. Steppe-tundra 
covered those portions of southern Europe that remained 
unglaciated.

Proliferating technology kept pace with the intensi-
fying cold and shift in ecology: the archeological record 
from the terminal Pleistocene in Europe includes cord-
age, woven goods; and eyed needles, fishhooks, weirs, 
traps, armatures, and projectile weapons such as the atl 
atl and, later, the bow (Straus, 1995; Straus, 1997; Sof-
fer, 2004). Figurative statuary and cave art continued to 
flourish during this period as well. Innovations devel-
oped to meet extreme conditions were not lost when the 
glaciers retreated.

By the terminal Pleistocene, humans had achieved 
a degree of precise motor control, advanced concrete 
operational intelligence, and a sophisticated, complex, 
proto-modern material culture (Wynn, 1985; Wynn, 
1991; Wynn, 1996). Even the most conservative re-
searchers agree that terminal Pleistocene and early 
Holocene humans had already developed syntactical 

language(Conkey, 1987; Klein, 1992; Noble and David-
son, 1996).

However, they may not have fully developed the for-
mal operational intelligence (characterized by abstract 
thinking)(Inhelder and Piaget 1958) that is achieved 
during adolescence and early adulthood in modern hu-
mans in contemporary societies. The capacity for formal 
operational intelligence (and concomitant enhancement 
of cortico-cerebellar circuitry) may have emerged as a 
cognitive tool in response to population pressures and/or 
subsistence strategies related to plant and animal domes-
tication. Early evidence of pastoralism and horticulture 
are associated with the Younger Dryas, ca. 10,500 years 
BP (Bar-Yosef, 1998). The earliest towns began to co-
alesce about 8,000 years ago (Göktürk, Hillegonds et al., 
2002). Complex, abstract “external memory devices,” 
including calendars and notation systems, (Donald, 
1993) appeared shortly thereafter.

The cultural context for human cognition changed 
slowly, but drastically. Formalized power structures, 
tribal networks, and kinship systems required greater 
impulse control, deferred gratification, and social cogni-
tion. The relentless, complex demands of growing crops 
and maintaining herds required abstract operational in-
telligence, impulse control and long-term planning that 
were qualitatively different from the concrete opera-
tional intelligence, patience, wiliness and observational 
acuity needed by foragers.

The balance between personal memory and cul-
turally distributed memory shifted. Non-iconographic 
counting tokens from Sumeria date back 8,000 years, 
followed by fully developed writing systems by 5,300 
years ago (Schmandt-Besserat, 1996). Calendars, ac-
counting systems, formalized liturgies and rituals, legal 
systems, and epic literature blossomed thereafter.

The specialized cognitive demands placed on termi-
nal Pleistocene and Holocene humans may have favored 
restructuring of neural computational networks, either 
ontologically, phylogenetically, or both. 

TERminAl PlEisToCEnE And  
HoloCEnE CogniTivE skills

If natural selection did in fact operate to change 
neural circuitry in terminal Pleistocene and Holocene 
humans, such selection would have been constrained by 
the need to preserve existing primary brain functions. A 
“language organ” or “abstract thinking organ” cannot be 
simply inserted into an unused gyrus or sulcus at an arbi-
trary point in development. New or enhanced functions 
emerge based on previously-established neural circuitry.

Phylogenetic changes in the rate or timing of or-
ganic development occur through an evolutionary dy-
namic known as heterochrony. Peramorphosis is a form 
of heterochrony that involves terminal extension of the 
latest phase of maturation. In the human brain, the pe-
riod of late maturation involves vigorous synaptic prun-
ing in the cerebral cortex, accompanied by an increase in 
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subcortical volume due to myelination and expansion of 
subcortical circuitry. Peramorphosis is a credible mech-
anism to explain putative cognitive and neurological 
differences between recent humans and their Terminal 
Pleistocene and Holocene predecessors. For example, 
ontogenic shifts in the timing and duration of cortical 
growth and subsequent pruning can have significant ef-
fects on IQ (Shaw, Greenstein et al., 2006).

The protracted phase of brain maturation during 
adolescence in modern humans is correlated with a shift 
in cognitive and psychological strategies in which the 
cerebellum participates. This shift in cognitive strategies 
appears to reflect more efficient neural organization and 
sharing of information among cortical and subcortical 
brain regions (Katz and Steinmetz, 2002). Behaviorally, 
the late phase of brain maturation results in the capac-
ity for formal operational thinking, greater voluntary 
control of behavior, cognitive flexibility, social identity 
formation, and an enhanced ability to fine-tune cortical 
activity (Giedd, Snell et al., 1996; Luna, Thulborn et al., 
2001; Giedd, 2004; Blakemore and Choudhury, 2006; 
Shaw, Greenstein et al., 2006). In tasks that require vol-
untary control of reflexive/impulsive response tenden-
cies, adults exhibit reduced reliance on the neocortex 
and greater recruitment of the cerebellum than adoles-
cents do (Luna, Thulborn et al., 2001).

summARy

Given the present evidence, it is impossible to state 
exactly where or when cerebellar proportions changed 
during the last 28-30,000 years; whether the change 
was gradual or rapid; what specific cultural innovations 
may have been involved; or in what population(s) it first 
occurred.

However, the data we do have and the correlations 
that have been observed can be useful in generating 
hypotheses for future research. For example, cognitive 
shifts related to cultural behaviors in Terminal Pleisto-
cene and Holocene humans can be explained by pera-
morphosis. Regulatory changes in genes such as micro-
cephalin MCPH1 and ASPM haplotype 63 that affect 
brain development might have led to an extended period 
of circuit-formation and neuronal pruning involving 
cortico-cerebellar circuitry in response to cognitive de-
mands emerging from cultural intensification. In recent 
humans, the late adolescent period of brain development 
coincides with maturation of social cognition and con-
ceptual thinking skills that appear to distinguish us from 
our terminal Pleistocene and early Holocene forebears. 

Additional data are needed related to the timing of 
cerebellar development, circuit enhancement, neocorti-
cal pruning, and cerebellar plasticity. Further sampling 
will help to establish a range of variation in relative 
cerebellar volume in early modern humans and contem-
porary populations. Further genetic comparisons, based 
on the soon-to-be sequenced Neandertal genome, along 
with a greater understanding of how microcephalin, 

ASPM, and FOXP2 affect cerebellar and neocortical de-
velopment will be important in clarifying the genetic and 
cultural dynamics that nurtured modern human cognitive 
potentials.

Cerebellar evolution, regulated by genetic mutation 
under the influence of complex selective pressures, may 
well have enabled recent humans to achieve increased 
cognitive efficiency without a costly increase in overall 
brain size. 
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CHAPTER 8 
 
STudy of HumAn BRAin EvoluTion 
AT THE GEnETiC lEvEl

ERiC J. vAllEndER And BRuCE T. lAHn

ABSTRACT

As a species, Homo sapiens is characterized by its 
uniquely large and complex brain. Comparative anato-
mists and paleoanthropologists have done much to elu-
cidate the phenotypic changes of the human brain over 
evolutionary time. Here we review the emerging under-
standing of the genetic basis that underlies these pheno-
typic changes. 

inTRoduCTion

People across virtually all disciplines – philoso-
phers, sociologists, artists, preachers and scientists alike 
– have grappled with the question of what it means to be 
human. And while today mankind may be no closer to 
answering the metaphysical aspects of the question, the 
biological underpinnings of what it means to be human 
are gradually coming to light.

Perhaps no single feature is as salient or of greater 
importance in the evolution of Homo sapiens as the 
emergence of the modern human brain. The increase in 
brain size correlates with advances in cognitive capabili-
ties and an increasingly complex behavioral repertoire 
including complex tool use, symbolic thought and lan-
guage, and artistic expression. At the heart of it, it is this 
increased cognitive complexity that has allowed humans 
to develop society, culture, and indeed the ability to ask 
ourselves the philosophical question of what it means to 
be human. 

From the birth of evolutionary theories, the rela-
tionship between humans and other primate species was 
apparent. And while differences among the primates are 
legion, it is the differences in brain size and complexity 

that are perhaps most difficult to comprehend. The hu-
man brain is roughly eight times the relative volume of 
New World monkeys and approximately three times that 
of chimpanzees (Falk, 1986). Further, the expansion of 
the human brain has not been proportional, rather certain 
regions, including the cerebral cortex, have seen size and 
complexity increases even relative to other human brain 
regions. In particular, the prefrontal cortex, which may 
play an important and unique role in social behavior, has 
seen significant enlargement (Semendeferi et al., 2002). 
Understanding the distinctiveness of humans means in 
part understanding these differences and the mecha-
nisms that caused them to emerge.

As approaches to understanding the human condi-
tion have varied, so too have approaches to understand-
ing the evolutionary development of the human brain. 
Primatologists have studied similarities and differences 
in the behaviors of human and non-human primates. 
Comparative anatomists have noted congruities and 
inconsistencies across the brain. Paleoanthropologists 
have identified a long history of hominids leading from 
humanity’s last common ancestor with chimpanzees 
through to modern man with several dead-ends thrown 
in for good measure. The last century also saw the devel-
opment of a new science which promises to add to the 
growing understanding of human origins, evolutionary 
genetics. 

While the concept of evolutionary genetics has been 
around since the early 1900s, it was only in the last sev-
eral decades that its use in understanding human species 
origins, and in particular the origins of the human brain, 
has blossomed (Vallender et al., 2008). This modern 
growth has been fueled by the ability of researchers to 
cheaply and quickly decipher sequence genetic infor-



108 3 The Human Brain Evolving: Papers in Honor of Ralph L. Holloway

functionally relevant milieu or it may be nothing more 
than a change of scenery. Point mutations in particular 
are likely to be functionally silent (also referred to as 
“selectively neutral”). In order to differentiate between 
those mutations that are likely to be relevant to evolution 
and adaptation and those that are not, numerous method-
ologies have been developed.

Methodologies vary in many facets: what kinds 
of mutations they hope to identify, the timing of those 
mutations, and the functional nature of those mutations 
(Vallender, 2008; Zhai et al., 2009). Techniques devised 
for one type of mutation or selective event may not be 
relevant for others. Because of their ubiquity and a more 
complete understanding of their origins and downstream 
effects, many tests are designed to focus on point mu-
tations. Within these tests two broad categories can be 
discerned, those that focus on inter-specific comparisons 
and those that focus on intra-specific comparisons. Inter-
specific methodologies compare the fixed genetic differ-
ences between species while intra-specific methodolo-
gies utilize polymorphism data within a species to detect 
selective events.

Polymorphism-based approaches can come in many 
flavors (see for example Zeng et al., 2007). They may 
utilize the allele frequency spectrum (a measure of the 
frequency of SNPs in a population) (Fay and Wu, 2000; 
Fu and Li, 1993; Tajima, 1989), haplotype diversity and 
structure (Depaulis and Veuille, 1998; Fu, 1996; Hud-
son et al., 1994), linkage disequilibrium (Kelly, 1997; 
Sabeti et al., 2002; Slatkin and Bertorelle, 2001; Tooma-
jian et al., 2003), population substructure (Lewontin and 
Krakauer, 1973), or any combination of these. In addi-
tion, the development of new tests aimed at detecting 
specific types of selective events in specific situations 
is ongoing. There are significant strengths and weak-
nesses to these tests even as they apply specifically to 
the changes associated with the emergence of the hu-
man brain. The major strength is that power is generally 
very strong and often specific functional mutations can 
be identified. Further, the tests are context independent 
and work equally well on coding regions and non-cod-
ing regions. The major weakness is that these tests half 
relative short half-lives, meaning that the selective event 
must have occurred fairly recently. These tests are very 
successful in identifying genetic changes that accompa-
nied modern Homo sapiens dispersal into new environ-
ments and encounters with novel disease or the genetic 
and biological changes that occurred coincident with the 
emergence of civilization, but are less useful for identi-
fying the genetic mutations that led to the emergence of 
modern humans (Vallender, 2008).

The reason for the inappropriateness of these tests 
in understanding the development of the human brain 
is fairly straightforward. These tests rely on differences 
within populations to identify selection, while by defini-
tion the genetic changes required for making a modern 
human brain are shared by all members of the species. 
Certainly there is some lag time wherein a signature of 

mation, from single genes to complete genomes. Using 
comparative genomics, it is possible to identify differ-
ences at the most fundamental, genetic, level between 
species and to probe the most basic mechanisms of evo-
lutionary change and adaptation. Geneticists now have 
access to the actual and complete genomes of numer-
ous species, human and non-human, primate and non-
primate, mammal and non-mammal, and increasingly 
to the genomes, or at least select genotypes, of specific 
individuals within species. This influx in data has ne-
cessitated the development of associated tools, both for 
access and visualization of the information as well as 
techniques and methodologies for making sense of the 
immense quantities of data.

Coincident with the development of modern tools 
of genetic analysis has been the explosive growth of the 
neurosciences. Long studied, the complexity of the brain 
has refused to reveal its secrets easily. With the develop-
ment of imaging, electrophysiology, genetic manipula-
tion and whole hosts of other techniques, neuroscientists 
are gradually making headway into understanding the 
brain. In doing so, there has been increasing understand-
ing of how specific genes contribute to specific aspects 
of brain development and function. 

By coupling the functional information gained 
through the study of basic neurobiology with molecu-
lar evolution data gathered by comparative geneticists, 
slowly a new understanding of human origins is emerg-
ing where the random evolutionary mutations have lead 
to functional consequences, neurological and other-
wise, that would eventually lead to the species-specific 
changes that characterize the emergence of the modern 
human brain. The subsequent sections offer a snapshot 
of these studies as they stand in the early part of the 21st 
century; an incomplete understanding to be sure, but the 
beginnings of the scientific, if not metaphysical, basis of 
what it means to be human.

mETHodoloGiES

Evolutionary change can occur by any number of 
mutational processes. Some of these changes are on a 
genetically large scale; chromosomes may come apart or 
fuse, as is the case for human chromosome 2 (Jauch et al., 
1992), or there may be major inversions such as are seen 
on the Y chromosome (Lahn et al., 2001). There can be 
changes on a more moderate level, including the dupli-
cation or deletion of genes and genomic regions known 
as copy number variants. Most commonly, however, are 
the smallest mutations wherein only a handful of bases 
are added or deleted or the most common point muta-
tions wherein only the identity of a base changes. Each 
of these mutations can have functional effects and has at 
some point in the history of human, primate, or mamma-
lian evolution. However, they need not necessarily have 
functional effects. The translocation of a gene from one 
chromosome to another may result in a decoupling from 
a regulatory element or the positioning in a new and 
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the selective event will still be present though the muta-
tion itself has fixed, but these situations are often dif-
ficult to differentiate from demographic events. Also, in 
the case of the human brain, the change seems to have 
occurred even beyond what this lag time could hope to 
include. 

Anatomically modern humans are believed to have 
emerged 100,000 to 200,000 years ago and paleoanthro-
pologists tell us that the size of the human brain was 
largely fixed at that time. Indeed, even 500,000 years 
ago Homo heidelbergensis, one of Homo sapiens direct 
ancestors, appears to have a cranial capacity similar to 
those seen in extant humans (Neill, 2007). The most re-
cent of the major growth spurts toward the human brain 
appears to have occurred during the transition from the 
Australopithecines to early Homo roughly two million 
years ago. The genetic changes associated with this ana-
tomical step have thus been fixed for somewhere around 
100,000 generations and their polymorphic signatures 
eroded.

With polymorphism-based tests unable to identify 
the genetic changes responsible for the development of 
the human brain, we turn to inter-specific divergence-
based tests. Immediately divergence-based suffer a fail-
ing relative to their polymorphism-based brethren. Diver-
gence-based tests require multiple functional categories 
of mutation. This commonly takes the form of functional 
versus neutral. Our current inability to a priori predict 
functional sites in non-coding regions of the genome 
has restricted the use of these tests to protein-coding 
regions where rates of change at amino acid changing 
sites (dN or KA) can be compared to those at synonymous 
or non-amino acid changing sites (dS or KS). This ratios 
(dN/dS, KA/KS, or ω) is an immediate and direct measure 
of selection (Miyata and Yasunaga, 1980). Equal to one 
indicates neutral evolution such as would be predicted 
in a pseudogene. Less than one is indicative of negative 
selection or functional constraint. Greater than one is 
evidence of positive selection, presumably (though not 
necessarily for reasons enumerated below) the primary 
source of adaptation in the human brain.

Difficulties abound even with these tests, how-
ever. Firstly, tests are usually conducted on genes as a 
whole and even when positive selection occurs at one 
position in a gene it is often balanced by negative selec-
tion at other locations. Indeed, for nearly all genes (the 
MHC is a specific counter-example) negative selection 
to maintain overall protein structure and function gen-
erates baseline ω values around 0.2. Selection needs to 
be exceptionally strong to have a significant detectable 
effect. Another issue is the fact that the time periods that 
can be studied are limited. Studies necessitate two ex-
tant species (or species that one can recover DNA from 
which today means the same thing) and lineages for 
studies cannot be shortened without adding a new spe-
cies. In short, a selective event must be strong enough to 
overwhelm both negative selection at other positions in 
the gene as well as extended time periods that occurred 

without positive selection. To say this is a tall order 
would not be overstating it.

There remains another difficulty unique to human-
specific traits, a short lineage problem. Looking for 
fixed differences between humans and chimpanzees is 
certainly possible and has been done several times in 
the past (2005; Clark et al., 2003). The difficulty with 
short lineages, however, is that stochastic variation in 
the mutational process can have too great an effect to be 
overcome. In essence stochastic variation in the rate of 
synonymous mutation can result in values that are low, 
resulting in false positives, or values that are too high, 
resulting in false negatives. The low signal to noise ratio 
in synonymous mutations can also make achieving sta-
tistical significance all but impossible. 

Here we offer only a cursory discussion of these 
methodologies; more through undertakings can be found 
elsewhere (Vallender, 2008; Zhai et al., 2009). We pres-
ent this to illustrate two points. The first is how our avail-
able methodologies have affected what has been found. 
Current methodologies are biased towards the identifica-
tion of functional mutations in protein coding regions. 
King and Wilson famously hypothesized early on that 
many of the differences observed between humans and 
chimpanzees would be the result of non-coding, regu-
latory, changes (King and Wilson, 1975). This hypoth-
esis has almost become dogma in the field and yet most 
studies still focus on protein-coding mutations. Method-
ological limitations are the explanation why. Secondly, 
it is important when reading the literature on the field 
to understand discrepancies in findings. It is all too easy 
to oversimplify the question, looking for recent human 
positive selection, when in fact the subjects of the study 
are actually a great deal more nuanced. As a result, while 
different studies of “recent human positive selection” 
may indeed produce different results, it is important to 
ensure that they were in fact designed to answer the same 
question.

PRoTEin SEquEnCE CHAnGE

For reasons described above, a large number of 
studies hoping to elucidate the changes leading to the 
human brain have focused on selection on proteins. For 
the most part, studies of this kind (and indeed most stud-
ies presented here) couple two findings to produce the 
hypothesis of functional relevance in the species-specific 
development of the human brain. The first is a brain re-
lated function for the gene and the second is evidence 
of positive selection. Taken together, these offer cir-
cumstantial evidence for selection acting on the brain 
phenotype of the gene. This is not necessarily the case, 
however, and it should be noted that functional evidence 
for a neurological effect of a specific mutation remains 
few and far between. Nevertheless, while the results pro-
duced by these studies still represent hypotheses, they 
are well-founded. The evidence for selection is not in 
doubt, nor is the evidence for neurological relevance.
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onymous to synonymous substitutions observed between 
humans and chimpanzees thus far. Although ADCYAP 
dysfunction results in many pathologies throughout the 
body, its role regulating the transition from proliferative 
to differentiated states offers the possibility of a role for 
this gene’s evolution in the emergence of the human 
brain (Dicicco-Bloom et al., 1998; Suh et al., 2001). As 
before, however, it is important to note that the two lines 
of evidence, for selection and for neural function, remain 
to be formally conjoined.

While primary microcephaly may be an atavistic 
trait, other congenital brain malformations are not. One 
of these abnormalities, called holoprosencephaly, can be 
caused by mutations in the sonic hedgehog (SHH) gene. 
SHH encodes a highly studied signaling molecule that 
plays a role in the development and patterning of many 
tissues including the skeletal and nervous systems. The 
gene encodes a signaling molecule as well as an auto-
catalytic region. While the signaling molecule is extraor-
dinarily conserved, the auto-catalytic domain shows a 
significantly increased rate of protein sequence change 
in primates compared to other animals (Dorus et al., 
2006). In particular, the lineage leading to humans shows 
a rapid rate of evolution and a statistically non-random 
accumulation of serines and threonines, residues impli-
cated in post-translational modifications. These findings 
raise again suggestions of ties to human-specific biology.

Joubert syndrome is another example of a neurolog-
ical disorder where a causative dysfunctional gene has 
been shown to have an interesting evolutionary history. 
A syndrome with complex symptomologies, including 
cerebellar hypoplasia, on causative mutation in AHI1 
involves a protein involved in axon guidance from the 
brain to the spinal cord (Ferland et al., 2004). Like sev-
eral of the other genes presented here, AHI1 has been 
demonstrated to show accelerated rates of protein se-
quence change in humans since the last common ances-
tor with chimpanzees (Ferland et al., 2004).

Using behavioral variation as a substrate for iden-
tification of candidate genes has also proven fruitful. 
The X-linked MAOA gene encodes a protein that is re-
sponsible for the catabolism of many monoaminergic 
neurotransmitters including dopamine, serotonin, and 
norepinephrine. Variation in the gene has been associ-
ated with numerous behavioral consequences and neu-
ropsychiatric disorders (Brunner et al., 1993; Cases et 
al., 1995; Kim et al., 1997; Shih et al., 1999; Sims et 
al., 1989). Intriguingly, in addition to variation currently 
segregating in humans, nonsynonymous mutations in 
the gene may have created a functional change in the 
enzyme as well (Andres et al., 2004).  Of all be-
havioral changes, however, perhaps none is more obvi-
ous than the acquisition of language. It is unsurprising, 
therefore, that this significant step in the evolution of 
humans should also be a major emphasis for those seek-
ing genetic correlates. While several of the microcephaly 
genes, ASPM and microcephalin, have been suggested to 
harbor roles in language (Dediu and Ladd, 2007), two 

Many studies have taken for their starting point 
genes that have been implicated in neurological diseases. 
This is particularly true of those diseases arising from 
developmental changes. One particularly well studied 
category is the genes that have been associated with 
microcephaly and, in particular, primary microcephaly. 
Microcephaly is a developmental affliction which is 
characterized by a severe reduction in brain size without 
any major abnormalities in brain structure or architec-
ture (Dobyns, 2002; Mochida and Walsh, 2001; Woods 
et al., 2005). Primary microcephaly lacks any additional 
abnormalities as well. The microcephalic phenotype has 
been considered to be atavistic because in many ways 
it appears to recapitulate earlier hominid features. This 
similarity has led to significant exploration of the genes 
responsible for the disease as potential contributors to 
the evolutionary changes that lead to the modern human 
brain. Primary microcephaly is a genetically heteroge-
neous condition that has been mapped to six loci in the 
human genome with specific genes and mutations iden-
tified for four of these loci: microcephalin (MCPH1), 
CDK5RAP2 (MCPH3), ASPM (MCPH5), and CENPJ 
(MCPH6) (Bond et al., 2002; Bond et al., 2005; Jackson 
et al., 2002).

ASPM and microcephalin were the first two genes 
to be mapped to primary microcephaly loci and several 
groups exploring each found evidence for positive se-
lection. While microcephalin is characterized by a bout 
of positive selection in the lineage leading from the last 
common catarrhine ancestor to the great apes (Evans 
et al., 2004a; Wang and Su, 2004), ASPM bears signa-
tures of positive selection along the entire lineage lead-
ing from early primates to extant humans (Evans et al., 
2004b; Kouprina et al., 2004; Zhang, 2003). Both ASPM 
and microcephalin, as well as CDK5RAP2 and CENPJ, 
show elevated ω values in primates relative to rodents, 
while CDK5RAP2 additionally shows particularly high 
rates in the human and chimpanzee terminal lineages 
(Evans et al., 2006).

The function of these genes has only begun to 
emerge. Microcephalin appears to be involved in DNA 
damage control and condensation during mitosis (Evans 
et al., 2006; Trimborn et al., 2004; Wood et al., 2007; Xu 
et al., 2004). ASPM, CDK5RAP2, and CENPJ are also 
seemingly involved in mitotic spindle formation (Bond 
et al., 2005; Fish et al., 2006; Kouprina et al., 2005). In-
deed, all four primary microcephaly-associated genes to 
date appear to be involved in cell cycle control and likely 
manifest developmental effects on the brain through the 
regulation of neural precursor cell proliferation. This is 
perhaps particularly relevant because of a widely held 
belief that the changes observed in the human brain may 
have resulted from increases in neural precursor division 
during neurogenesis (Kornack and Rakic, 1998). 

Interestingly another gene involved in neural cell 
proliferation, ADCYAP1, has also been identified as har-
boring the signature of positive selection (Wang et al., 
2005). This gene has one of the highest ratios of nonsyn-
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others have demonstrated more prominent roles and of-
fer intriguing possibilities for the evolution of speech. 
SRPX2 has been associated with speech processing (Roll 
et al., 2006) and shows an accelerated rate of protein 
evolution along the human lineage (though as a result 
perhaps of short lineage effects it falls short of statisti-
cal significance) (Royer et al., 2007). The most interest-
ing of genes in this category, however, was also one of 
the first to make headlines in the search for humanness 
genes, FOXP2.

FOXP2 is a gene that has been associated with de-
velopmental verbal dyspraxia, a disorder that is charac-
terized by difficulties in the production of language and 
thought to be associated with defects in the brain trans-
lating intended speech into the complex muscle move-
ments required (Lai et al., 2001). Since this early find-
ing in humans, FOXP2 has also been implicated in aural 
communication in mice and bird song (Haesler et al., 
2007; Haesler et al., 2004; Shu et al., 2005; Teramitsu et 
al., 2004; Teramitsu and White, 2006). While FOXP2 is 
nearly perfectly conserved in amino acid sequence across 
mammalian species, it has undergone two nonsynony-
mous mutations in the human lineage since the diver-
gence from chimpanzees (Enard et al., 2002b). Because 
of the extraordinary conservation across mammals, these 
mutations contribute to statistically significant change in 
humans. The mere suggestion that these mutations may 
have played a role in the emergence of spoken language 
and all that accompanied it was enough to invigorate re-
searchers and energize the field to its current flowering.

While the studies above have focused on specific 
candidate genes, there has also been genomic research 
taking a more broad approach (2005; Bustamante et al., 
2005; Clark et al., 2003; Dorus et al., 2004; Nielsen et 
al., 2005). One early study focused on approximately 
200 genes chosen for their neurological roles or associa-
tion with neurological disease. Collectively, these genes 
showed an increase in their rate of protein change in pri-
mates as compared to rodents, an increase not seen in 
a companion set of more ubiquitously expressed genes 
(Dorus et al., 2004). Supporting a neurodevelopmental 
hypothesis of human adaptation, genes with roles dur-
ing brain and nervous system development showed this 
acceleration more pronouncedly than genes involved in 
neurophysiological processes. While this finding was 
corroborated by a later study (Khaitovich et al., 2005), 
other studies failed to replicate the finding (Shi et al., 
2006; Wang et al., 2007). While much has been made 
of the differences in results, it is important to note that 
rather than necessarily represent conflicting findings this 
may instead be a result of different methodologies an-
swering different questions. Indeed there may be differ-
ences in the evolution of neurodevelopmental and neuro-
physiological genes that may be reflected in the findings 
even if not explicitly tested for. Similarly, studies may 
vary in the lineage and/or time scale that they test. Stud-
ies aimed at detecting positive selection that has oc-
curred in the last hundred thousand years are unlikely 

to reveal the genes that contributed to human-specific 
characters prior to that point. While still not providing 
definitive answers, these studies nevertheless can offer 
insight and may be useful in revealing macro trends if 
carefully considered.

GEnE GAin And loSS

Evolutionary changes in protein sequence are 
thought to tweak effects, somehow changing the exist-
ing functions of the protein. More drastic changes are 
possible, however. Losses of gene function can occur 
through point mutations that are difficult to detect, but 
usually genes without function undergo fairly rapid 
pseudogenization making their identification straightfor-
ward. While it can be counterintuitive to imagine the loss 
of a gene as adaptive, and indeed not all loses of genes 
are strictly beneficial, this can be the case. At the same 
time, while the addition of new genes can be more eas-
ily reconciled with adaptation, this occurrence is mecha-
nistically more difficult than either point mutations or 
gene loss, making gene gain a fairly rare event. Despite 
these considerations, however, evidence has been found 
suggesting roles for each of these processes in the emer-
gence of the human brain.

The most pronounced gene loss in humans, and in-
deed all primates, is in the olfactory system (Gilad et 
al., 2003a; Gilad et al., 2005a; Gilad et al., 2003b; Glus-
man et al., 2001; Young et al., 2002; Young and Trask, 
2002). While rodents are estimated to have over twelve 
hundred functional olfactory receptor genes, the human 
genome appears to harbor between a third and a quar-
ter that amount (Young et al., 2002; Young and Trask, 
2002). Rampant pseudogenization has occurred in the 
olfactory gene family not only in humans, but across all 
primate species, though there are examples of specific 
gene losses in humans since the last common ancestor 
with chimpanzees. These losses should not be surpris-
ing given the shift to a primarily visual sensory focus 
in primates. While it is unclear if this shift merely ren-
dered the ultra-complex olfactory system of ancestral 
mammals unnecessary or if there was an active benefit 
to the loss of these genes, suggestive evidence exists that 
positive selective pressures did, at least in part, shape the 
current human olfactory subgenome (Gilad et al., 2003a; 
Gilad et al., 2005a). 

A more explicit and tantalizing example of gene loss 
playing a major role in human brain evolution comes 
from the gene encoding a myosin heavy chain pro-
tein, MYH16. This particular heavy chain is expressed 
uniquely in the muscles of the head including the mas-
ticatory apparatus. In humans this gene has undergone a 
pseudogenization event that has been attributed to posi-
tive selection (Stedman et al., 2004). Arguments in favor 
of this interpretation point to the loss of the sagittal crest 
in humans and expansions in cranial capacity coinciding 
with changes in diet and masticatory needs (Neill, 2007). 
This hypothesis has been challenged, however, because 
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GLUD2 is restricted to nerve tissues and the testis 
(Shashidharan et al., 1994). This subfunctionalization 
appears to have been followed by a period of positive 
selection optimizing enzymatic activity for its new mi-
lieu. While the phenotypic relevance of these changes 
remains shrouded, the evolutionary origins of this brain-
specific great ape gene reveal an adaptive role.

GEnE ExPRESSion CHAnGES

The genetic differences between humans and chim-
panzees pale in comparison with the phenotypic differ-
ences; the mutations that gave rise to these differences 
must have had hugely significant effects. This belief led 
to the hypothesis that the evolutionary action separating 
the species was due more to changes in gene expres-
sion and regulation rather than protein function (King 
and Wilson, 1975). More recently, the pleiotropic effects 
of mutations in brain genes have been invoked to sup-
port the same hypothesis (Carroll, 2005). While not ex-
cluding protein changes from the evolutionary process 
of human speciation from chimpanzees, it is clear that 
regulatory changes have played a significant and likely 
prominent role.

The primary difficulty with studying regulatory 
changes lies in our relative lack of understanding, borne 
out of the extreme lability of the cis-regulatory process 
and more generally a lack of a priori predictive power. 
Not only does this result in an inability to use traditional 
evolutionary tests of selection for fixed differences, but 
it often precludes even identifying potential changes. 
Rarely are researchers afforded the understanding of 
gene regulation necessary to make predictions of rel-
evant evolutionary change. Indeed, when this is possible 
it is driven by an extraordinary interest in the gene itself 
for reasons almost never related to evolution. But while 
the genetics of regulatory differences are often difficult 
to tease apart, the readout of these effects, particularly 
in terms of mRNA expression is much more straight-
forward. Because of this an interesting dynamic has de-
veloped. While evolutionary studies of protein change 
focus on evidence for selection and often fall short of 
function, those analogous studies of regulatory change 
often demonstrate more clearly functional differences 
while struggling to prove evidence of selection. 

Several disparate studies have approached this ques-
tion by comparing gene expression in the brains of hu-
mans and other non-human primates (Khaitovich et al., 
2006; Preuss et al., 2004). While some studies focus on 
specific regions of the brain, others are more broadly 
based (Caceres et al., 2003; Enard et al., 2002a; Khai-
tovich et al., 2004; Marvanova et al., 2003; Uddin et 
al., 2004). And though these differences in study design 
result in particular differences of result and may suffer 
from differing problems, two similar results continue to 
be found. Overall brain gene expression levels in humans 
are generally upregulated compared to chimpanzees and 
yet these expression patterns in the brain are more simi-

of a failure to reconcile the age of the mutation with the 
paleoanthropological data (Perry et al., 2005). While still 
unclear, it remains plausible that the loss of MYH16 is 
related in some way to human evolution.

While gene loss occurs through genetically simple 
mechanisms, gene gain is more complex. Very rarely do 
genes emerge out of whole cloth, rather they are the re-
sult of duplication events (Ohno, 1970). With multiple 
copies of a gene an evolutionary relaxation of constraint 
occurs and, while usually resulting in a simple pseudo-
genization event, the duplicated gene may undergo neo-
functionalization, wherein a new and unique function is 
imparted on the protein, or subfunctionalization, where 
multiple functions of the original protein are partitioned 
between its offspring (Force et al., 1999; Hughes, 1994; 
Lynch and Force, 2000; Lynch et al., 2001). Events such 
as these are not particularly common, but recent ad-
vances in genomic technologies have made their iden-
tification possible. 

While not specific to humans, the emergence of 
trichromatic color vision in primates offers a striking ex-
ample of duplication followed by neofunctionalization 
(Li et al., 1999). Most platyrrhines, and presumably an-
cestral primates, have dichromatic vision engendered by 
“blue” and “green” opsins. In the ancestor of catarrhines 
the X-linked “green” opsin was duplicated and neofunc-
tionalization led to the emergence of a “red” opsin gene. 
This event led to the shift to trichromatic vision and has 
been argued to coincide with an increase in the impor-
tance of visual perception. 

The morpheus gene family has undergone large 
scale duplication followed by positive selection and pre-
sumably neofunctionalization, in humans and great apes 
(Johnson et al., 2001). The functional changes in some 
members of this family are so strong as to obscure ho-
mology though studies of synteny confirm their origins. 
To this point, however, the function of the morpheus 
genes remain unknown. The function of the family of 
genes harboring the DUF1220 domain is likewise un-
known, though their expression is limited to the brain 
and neurons (Popesco et al., 2006). Like the morpheus 
gene family, these genes have greatly expanded in num-
ber in primate species with evolutionary proximity to 
humans (Popesco et al., 2006). Although the functions 
of both of these gene families remain unclear, their dra-
matic and startling appearance in human lineages war-
rants further examination.

The most transparent example relating to changes 
in brain function was the duplication and subfunction-
alization of the glutamate dehydrogenase genes (Burki 
and Kaessmann, 2004). Present in ancestral primates, 
GLUD1 is responsible for the catabolism of glutamate, 
the chief excitatory neurotransmitter, and is broadly 
expressed through the body. Sometime during the lin-
eage separating great apes from old world monkeys a 
retrotransposition event occurred creating a second glu-
tamate dehydrogenase gene, GLUD2 (Burki and Kaess-
mann, 2004). Unlike is parent gene, the expression of 
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lar between the two species than gene expression profiles 
from other tissues. As with protein change, it seems that 
on the whole the brain is particularly conserved and yet 
specific changes necessarily have significant effects.

One difficulty with these studies comes not from 
the theoretical premises on which they rely, but rather 
on the difficulty in ensuring apples-to-apples compari-
sons; it can be very difficult to ensure homology be-
tween the samples being tested. This problem can take 
many forms. Firstly, pathological state of the samples 
must be determined. Because of ethical considerations 
and procedural difficulties, many samples used are from 
diseased animals or significantly aged individuals. Simi-
larly, circumstances of death may result in confound-
ing effects, for instance as related to circadian rhythms, 
seasonal differences, or menstrual cycles. More broadly, 
the environmental conditions in which the individual 
lived may profoundly affect gene expression and it goes 
without saying that humans and non-human primates in 
the best of situations live in very different environments 
(Myers et al., 2007). A second and related complication 
can be found in developmental timing. While comparing 
adult to adult seems straightforward, many of the most 
interesting and likely most important differences may be 
found in early development, possibly prenatal. Ensuring 
developmentally homologous time points is particularly 
difficult in non-human (and human) primates where the 
ages of the fetus for study cannot be controlled as in ro-
dents. This, coupled with the general difficulties of gen-
erating cross-species timelines for development, espe-
cially when changes in this developmental timeline are 
precisely the variable under study, makes comparisons 
of developmental gene expression particularly daunt-
ing. In addition to developmental homology, anatomi-
cal homology must be considered. This is particularly 
relevant as regards the increasingly more refined ana-
tomical substructures under study. As with differences in 
the developmental timeline between species, the issues 
surrounding complications that arise through changes 
in functional roles of specific brain regions must be 
addressed.

A separate, but equally important, issue that must be 
resolved is in the detection of mRNA levels themselves. 
While human array-based methodologies are largely 
well established and single gene studies using methods 
such as quantitative PCR can be developed across spe-
cies, non-human primate array-based methodologies are 
less developed. Many large-scale studies of non-human 
primate gene expression rely upon xenohybridization, 
the hybridization of non-human primate mRNA to hu-
man probes. The relative effects of this cross-species hy-
bridization can vary from platform to platform, gene to 
gene, and species to species, in all greatly complicating 
in unpredictable ways these studies (Gilad et al., 2005b). 
Luckily, these problems have a simple solution, the de-
velopment of species-specific arrays, but one which still 
represents additional expenditures in time and money 
that may be difficult to overcome.

While studies which focus on the end phenotype, 
changes in mRNA expression, have flourished, there 
have also been a smaller number of studies that have pro-
ceeded from genotype to phenotype that have showed 
some success. The most notable among these is the evo-
lution of an upstream cis-regulatory element in PDYN, 
a precursor of several endogenous opioidergic neuro-
peptides that have been implicated in many neural pro-
cesses. This regulatory element shows an exceptionally 
rapid rate of evolutionary change in the human lineage 
since its divergence from chimpanzees, consistent with 
the effects of natural selection (Rockman et al., 2005). 
Further, in a cell culture system, the human regulatory 
element was demonstrated to significantly upregulate 
expression of a reporter gene compared to the ortholo-
gous chimpanzee sequence (Rockman et al., 2005). It 
remains to be seen whether the methodologies that were 
applied in the PDYN study will be successfully general-
ized, though it would appear unlikely as a perfect storm 
of prior knowledge, evolutionary timing, and functional 
assayability was necessary for its success.

It should be mentioned, however, that despite the 
difficulties involved, there are ongoing genomic efforts 
to identify regions of rapid evolution. Several genome-
wide analyses have been preformed to identify regulatory 
regions that have undergone rapid change during human 
evolution (Bush and Lahn, 2008; Haygood et al., 2007; 
Pollard et al., 2006a; Prabhakar et al., 2006). While these 
studies have provided an excellent starting point and al-
most certainly will herald the beginning of a new focus 
for evolutionary genomics, at present their power for 
detecting positive selection, as opposed to relaxation of 
constraint or simply non-functional neutral evolution, is 
unclear. Similarly, like protein-coding changes, studies 
remain to be done showing the functional effects of regu-
latory changes. This is particularly important because, 
while changes in amino acid are relatively easy to visu-
alize as having a functional effect, changes in conserved 
non-coding regions without clearly identified functions 
are not. 

Before proceeding it is important to note one area 
of convergence between the studies of protein-coding 
change and regulatory evolution. Up until this point our 
discussion of the evolution of gene expression has fo-
cused on changes in the cis-regulatory elements them-
selves. Indeed, there are many reasons to believe that 
these changes should be most commonplace, not the 
least of which is their relative specificity in accomplish-
ing a specific functional task without too many untoward 
side effects. And while it seems reasonable to believe 
that this will in fact be the substrate for major evolu-
tionary change in gene expression, several genome-wide 
studies of protein change have identified a significant 
overrepresentation of transcription factors among genes 
likely to have undergone positive selection (Bustamante 
et al., 2005; Gibbs et al., 2007). Issues of pleiotropy 
raised more broadly against protein sequence evolution 
seem to be innumerably more relevant for transcription 
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latory evolution more broadly, so too may post-trans-
lational modification evolution play a role in protein 
sequence evolution. The functional effects of protein 
sequence change are typically thought to be mediated 
through changes in protein structure, enzymatic activity, 
or ligand binding. Indeed, the science of understand why 
protein changes result in the functional affects they do 
is a major endeavor in it own right. Changes in protein 
sequence may also result in changes in post-translational 
modifications. Differences in dimerization can certainly 
be functional, as can differences in small molecule 
changes. Differences in sialic acid biology resulting in 
glycosylation differences were among the first changes 
to be noted between humans and chimpanzees (Chou et 
al., 1998; Muchmore et al., 1998). Also noted above is a 
significant evolution in humans of the autocatalytic re-
gion of SHH towards serines and threonines, common 
substrates for post-translational modifications (Dorus et 
al., 2006). While far from proven, the role of post-trans-
lational modifications must be considered when looking 
for the mechanisms underlying human-specific traits.

One last area that has only recently emerged yet 
shows great promise in developing importance is in non-
coding RNA genes. These RNAs are relative newcomers 
to the scene and yet their importance has been immedi-
ately recognized. As a means of regulating gene expres-
sion they seem likely to play a role in the processes con-
sidered here. Evolutionary changes in these genes suffer 
from the same pros and cons as cis-regulatory changes, 
and methodologies designed for one often apply to the 
other. Indeed, the first putatively positively selected non-
coding RNA was discovered in the course of a genome-
wide study of non-coding DNA. HAR1 is an RNA gene 
of unknown function, yet it is expressed in the neurons 
of the developing neocortex (Pollard et al., 2006b). 
Although only 118 base pairs in length, there are 18 
changes between the human and chimpanzee orthologs, 
roughly ten times the neutral rate (Pollard et al., 2006b). 
This difference is even more striking when viewed in 
light of the chicken-chimpanzee comparison, only two 
changes (Pollard et al., 2006b). It seems inconceivable 
that changes of this magnitude do not have some effect, 
and yet what that effect is remains elusive. Just as we 
await functional verification of protein changes, so too 
do we now wait functional verification of non-coding 
RNA changes.

ConCluSion

Understanding the evolution of the human brain 
will not be easy. The function of the brain is so complex 
and such a scientifically daunting task by itself, and yet 
we hope to overlay on top of this another layer of com-
plexity, evolutionary change. It is certainly not a trivial 
task. Yet we continue to strive to achieve this seemingly 
insurmountable goal because in doing so we strive to 
better understand ourselves. We approach the question 
from many angles, multiple scientific disciplines, using 

factors, however. 
Evolution of gene expression will certainly prove 

to play an important role not only in the emergence of 
the human brain and other human-specific characters, 
but in adaptation broadly. While protein-coding changes 
remain a low-hanging fruit and an important in and of 
themselves, the efforts into understanding and identify-
ing signatures of selection on gene expression and in cis-
regulatory regions will only increase. 

oTHER SuBSTRATES foR CHAnGE

Changes in protein sequence have long been stud-
ied for their affect on phenotypic change during evolu-
tion. And while evolutionary studies of gene expression 
are relatively nascent, theories of their importance are 
fairly well-established. However, as our understanding 
of genetics develops so to do potential targets for natural 
selection and substrates for human-specific evolution-
ary changes. Among these, several are worthy of brief 
discussion: alternative splicing, epigenetics, post-trans-
lational modifications, and non-coding RNAs.

While whole-gene gain and loss has been considered 
here and has long been a topic of study in molecular evo-
lutionary literature, the emergence and loss of alterna-
tive splice variants has received less attention. With total 
numbers of genes in mammalian genomes much lower 
than initially anticipated, the role of alternative splicing 
has taken on a renewed importance. The emergence of 
new alternative splice forms may offer a loophole for the 
lessening of pleiotropic effects. Unfortunately relatively 
little is known about the evolution of alternative splice 
forms though research is underway (Jin et al., 2008). Part 
of this has been the shift in focus to genomic DNA from 
mRNA. As comparable cDNA libraries from different 
species emerge it is likely that this research will develop 
rapidly. Of particular note in this regard are early stud-
ies comparing human and mouse cDNAs (Takeda et al., 
2008). While still evolutionarily distant for identification 
of human specific changes, it is important to note that the 
human-mouse comparison was also the beginning point 
for many other studies of evolutionary change in humans 
and mammals.

Similar to single nucleotide point mutations in cis-
regulatory regions, changes in epigenetic patterns may 
affect gene expression differences. In fact, it may be 
through these mechanisms that cis-regulatory evolu-
tion occurs (at least in part). Epigenetic gene silencing 
in particular is important during in utero development 
(Keverne and Curley, 2008), a period that has changed 
dramatically during human evolution and during which 
many of the brain developmental differences between 
humans and non-human primates are generated. As our 
understanding of epigenetics emerges, it seems likely 
that changes in epigenetic mechanisms will be discov-
ered that have played an adaptive role in the human 
brain. 

As epigenetic evolution may play a role in regu-
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diverse methodologies and techniques. Evolutionary ge-
netics is but one of many of these. 

The progress that has been made in identifying and 
understanding the genetic differences between humans 
and our closes primate relatives over the last decade has 
been astounding. The substrates of evolutionary change 
have expanded, from proteins to regulatory regions and 
beyond. Techniques have improved and the scale upon 
which these questions are considered has broadened. Yet 
much remains to be done. 

Some of those questions that are still outstanding are 
resource-driven: more species, more individuals, more 
spatial and temporal time points, greater throughput. The 
question that dominates all others, however, is functional 
relevance. How do we demonstrate the functional rel-
evance of the putatively human-important changes? In 
vitro protein functional assays may be useful for some 
changes, for some proteins. Cell culture based assays 
may give additional insight though caution must be 
taken in interpretation. Transgenic animals, particularly 
rodents, are likely to provide some clues but again con-
textual differences may be relevant. 

There may be no simple answer to demonstrating 
unequivocally functional importance, but as a field this 
must be the goal to which we aspire. A systems biology 
approach to evolutionary change is difficult to envision, 
yet it has begun already as we consider the implications 
of pleiotropy on our hypotheses and theories. Dobzhan-
sky famously said, “Nothing in biology makes sense ex-
cept in the light of evolution.” As the field of molecular 
evolution matures, we must not forget the biology un-
derlying it.
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CHAPTER 9 
 
BRAin REoRgAnizATion in  
HumAns And APEs

KATERinA sEmEndEfERi, niColE BARgER And nATAliE sCHEnKER

ABsTRACT

This paper examines evidence from comparative 
neuroanatomical studies ofhumans and apes to address 
Holloway’s ideas (Holloway, 1968, 1979, 2001) about 
reorganization in hominoid and hominid evolution. Spe-
cifically, work accomplished mostly in our laboratory 
supports the theory of reorganization for some brain ar-
eas but not others. Quantifiable parameters of selected 
gross anatomical regions, individual cortical areas, and 
subcortical nuclei point to selective reorganization in 
both human and great ape brains. Much of this accumu-
lated evidence is based on species differences between 
gross measures of the frontal lobe (e.g., overall volume 
or the amount of white matter or cortex) and functionally 
relevant subregions within it (such as the dorsal, mesial, 
and orbital sectors). Further support is derived from anal-
yses of regions neighboring the frontal lobe, such as the 
frontal insular cortex, using histological measurements 
of size of cortical areas and neuronal densities. Evidence 
for reorganization in the temporal lobe includes distri-
bution of white matter, and the organization of a major 
subcortical structure, the amygdala. These findings are a 
starting point for studying and understanding reorgani-
zation in these and other parts of the brain.

inTRoduCTion

Most regions of the primate brain conform to regular 
scaling relationships (Jerison, 1973; Finlay et al., 2001), 
but there are some exceptions to this regularity across 
species. For example, Holloway hypothesized (1968) 
that the human brain is not an enlarged ape brain, and 
that ape and monkey brains are not enlarged or reduced 

versions of each other. It is likely that different regions 
of the brain are differentially increased or decreased 
depending on the adaptive forces present in the evo-
lutionary environment. For example, animals that rely 
heavily on a particular sensory modality (e.g. audition, 
vision, somatosensory) have differentially enlarged cor-
tical territories (Figure 1) that are involved in such func-
tions (Krubitzer and Kahn, 2003). Although information 
supporting Holloway’s hypothesis is now available for 
smaller mammals, comparisons of humans and apes 
remain scarce. Neuroanatomical comparisons of extant 
ape and human brains can identify features that are either 
shared among hominoids, i.e., humans and apes, or are 
unique to humans and thus may have arisen specifically 
during hominid evolution. Our laboratory has focused on 
these issues and we have modified and expanded upon 
previous hypotheses, many of which were originally 
based on limited empirical information. While advanced 
human cognitive abilities might be attributable in part to 
an increase in total brain size (Gibson, 2002; Passing-
ham, 2002), they might also arise from discrete modifi-
cations in the relative size of specific neural systems that 
accompany absolute brain size increases. Species-spe-
cific cognitive abilities might also exist independently of 
changes in absolute brain size (Figure 2) and thus may 
be differentially present in primates that have similarly 
sized brains (e.g. great apes). To address this latter pos-
sibility, our studies have been aimed at understanding 
the organization and size of individual cortical areas and 
subcortical regions across hominoids.

In human and ape species few detailed evolution-
ary studies of the brain exist and even fewer studies in-
clude analyses of isolated regions of the brain. Unlike 
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the majority of previous analyses, our data are drawn 
from a sample that includes multiple individuals of each 
hominoid species. We use both in vivo structural mag-
netic resonance images (MRI) and histological sections 
of postmortem specimens (donated by zoological and 
research facilities) in our analyses. With these samples 
we isolated different cortical areas to determine the ex-
tent to which they have expanded or become diminished 
in each hominoid species, resulting in distinct neural 
organizations. Differences in the size and organization 
of the whole brain and specific subregions might reflect 
species-specific adaptations, functional specializations, 
and/or major evolutionary events relating to changes 
in the organization of the hominoid brain (Armstrong, 
1990). From a neuroscientific perspective, comparisons 
of specific neural circuits or cortical areas in closely re-
lated species are necessary for understanding the spe-
cies-specific adaptations and neural circuitry underlying 
behavior. Studies of relationships such as total brain size 
to body size are insufficient for the understanding of 
species-specific adaptations in behavior and underlying 
neural circuitry. 

With a diverse sample of hominoids, we tested the 
assumptions of longstanding hypotheses about human 
brain evolution using larger samples and more rigorous 
experimental techniques. The frontal lobe has long been 
considered the most likely candidate for evolutionary 
expansion in the human line, because it plays a central 
role in higher order cognitive functions like planning for 
the future, abstract symbolic processing, and categori-
zation (Damasio, 1985). Until recently, many evolution-
ary reconstructions assumed an enlarged frontal cortex 
in humans (Deacon, 1997). Early data from Brodmann 
(1909) and Blinkov and Glezer (1968) supported the no-
tion that human frontal lobes were disproportionately 
enlarged compared to other primates. Unfortunately, it is 
difficult to accept these data as reliable, because only a 
few hominoid species were represented, and the sample 
size often included only one or two hemispheres per spe-
cies. Furthermore, the organization of the primate fron-
tal cortex is complex (Goldman-Rakic, 1984; Barbas and 
Pandya, 1989), comprising many diverse territories with 
distinct functional properties. Addressing the frontal 

Figure 1. Three mammalian species with cortical sheets of similar size representing different sensory adaptations 
(modified from Krubitzer & Kahn, 2003)
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lobe only as a whole elides this functional heterogeneity. 
Few studies have addressed comparative morphometric 
differences in subregions of the frontal lobe or the orga-
nization of this sector from an evolutionary perspective 
(Fuster, 1997; Holloway, 1968; Jerison, 1997). We have 
used this novel approach in the laboratory and we dis-
cuss our findings below. 

Another theoretical tenet in the study of brain evo-
lution is that the limbic system is a conserved region 
and therefore less likely to exhibit evolutionary change. 
This notion has been questioned by recent comparative 
research. The limbic system, also referred to as the “pa-
leomammalian” brain (MacLean, 1990), has long been 
considered to mediate primarily basic functions such as 
drives and emotions. Because of this association, it is 
sometimes viewed as primitive and thus unlikely to be 
evolutionarily effected in the human brain, in contrast 
to the proposed enlargement of association areas like 
the prefrontal cortex that are known to be involved in 
abstract thinking and language (Foundas, 2001). Con-
trary to this prediction, several limbic structures exhibit 
evolutionary reorganization in humans, specifically, the 
thalamus, the orbitofrontal cortex, and the amygdala. 
These latter two structures are also considered central 
components in the neural system subserving social affili-
ation. In humans and several species of primates, lesions 
of the amygdala and certain frontal cortical regions al-
ter normal social behaviors (Kling and Brothers, 1992). 
Humans with frontal trauma are impaired in their abil-
ity to process socio-emotional information and to follow 

social rules (Adolphs, 1999). Nonhuman primates with 
amygdala lesions show atypical behaviors in social in-
teractions such as the tendency to be either socially dis-
inhibited (Emery, et al., 2001) or socially fearful (Kling, 
1986). The fact that the portions of the neural system 
subserving social behavior show evolutionary reorgani-
zation in humans and apes is striking given the increas-
ing popularity of arguments which posit that the pressure 
of living in complex social environments has had con-
siderable influence on primate brain evolution. Despite 
an increased interest in social cognition across scientific 
fields, though, our understanding of the evolution of as-
sociated neural structures in humans and the apes is in 
its infancy.

Thus, there is some evidence to support the idea 
that, beyond the presumed influence of gross increases 
in overall isocortical or frontal lobe volume, systems 
and regions of the brain that are explicitly associated 
with certain behaviors, especially social behaviors, have 
been the targets of evolutionary reorganization. Still, it 
is unclear whether and to what extent neural systems in-
volved in social cognition vary among primate species. 
We are just beginning to address how the neural systems 
that determine how individuals relate to conspecifics and 
make decisions about social interactions are organized 
and reorganized through evolutionary processes. Here 
we will examine evidence from our laboratory that sup-
ports Holloway’s ideas on mosaic evolution and brain 
reorganization in limbic and isocortical structures asso-
ciated with social behavior. We will also present findings 

Figure 2. Lateral and orbital views of ape and human brains in a phylogenetic tree. Brains are not in scale, but are 
either enlarged (gibbon) or reduced (human) to match in size.
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suggesting that regions in the frontal lobe show a more 
conservative pattern of evolution across hominoids.

in ViVo inVEsTigATions of THE 
fRonTAl loBE

The central role assigned to the frontal lobe in hu-
man evolutionary reconstructions is based largely on 
its involvement in complex cognitive functions such as 
symbolic thought, cognitive planning, decision making, 
and language production (Owen et al., 1996; Bechara et 
al., 2000; Foundas, 2001; Pochon et al., 2001). The fron-
tal lobe is also associated with perception, response se-
lection, working memory, problem solving (Owen, 1997; 
Bechara et al., 1998; Petrides, 2000; Pochon et al., 2001), 
processing emotional stimuli, the production of affective 
responses (Cummings, 1993; Rezai et al., 1993), plan-
ning and initiation of voluntary motor sequences (Tanji 
and Mushiake, 1996), theory of mind (Fletcher et al., 
1995; Gallagher et al., 2000; Stuss et al., 2001), attention 
management (Carter et al., 1999; Dagher et al., 1999), 
and the evaluation of actions based on emotional rein-
forcers (Damasio, 1994; Stone et al., 1998; Rolls, 2000). 
Large lesions of the frontal lobe produce the delayed re-
sponse deficit, which is characterized by a lack of initia-
tive or, in other words, the impairment of “interest and 
hence sustained attention and initiative” (Sanides, 1964; 
Harlow et al., 1964; Rosvold et al., 1964).

Whole frontal lobe
The frontal lobe is located anterior to the parietal 

and temporal lobes (Figure 3) and is bounded in all 
primates by the central and lateral sulci. In a series of 
comparative morphometric investigations we used three 
dimensional reconstructions of MRI scans (Semendeferi 
et al., 1997, Semendeferi and Damasio, 2000) to investi-
gate the size of the frontal lobe in postmortem and living 
humans (n=11), great apes (n=19), and other primates 

(Hylobates sp. n=5; Macaca mulatta n=1). Although in 
absolute volume the human frontal lobe is larger than the 
frontal lobe of other primates, allometric analyses sug-
gest that the human frontal lobe is as large as expected 
for an anthropoid brain of human size (Semendeferi et 
al., 1997; Semendeferi and Damasio, 2000). Because 
both humans and great apes have a large frontal lobe 
relative to the rest of the brain, human brain evolution 
and the evolution of complex cognitive capabilities can-
not simply be attributed to differential enlargement of 
the frontal lobe as a whole.

We hypothesized that differences in the neural sub-
strates underlying complex cognitive functions in hu-
mans may instead be present in subregions of the frontal 
lobe at gross anatomical and/or microscopic levels. The 
frontal lobe includes parts of subcortical structures such 
as the basal ganglia as well as gray matter (cortex) and 
white matter (connective fibers) (Figure 3). A number 
of morphometric studies have addressed the size of in-
dividual gross anatomical regions of the frontal lobe in 
normal (Caviness et al., 1996) and pathological human 
brains (Andreasen et al., 1994; Mitelman et al., 2003; 
Carper and Courchesne, 2005). Using landmarks that 
are consistently present across hominoids, we identified 
three such regions: the dorsal, mesial, and orbital sectors 
of the frontal lobe (Semendeferi et al., 1997; Schenker 
et al., 2005). We made volumetric assessments of the 
frontal lobe and these three sectors. We also segmented 
them into both gray matter and white matter for separate 
quantifications.

Frontal cortex
Like the frontal lobe as a whole, the frontal cortex 

in humans is as large as expected for an ape of human 
brain size (Semendeferi et al., 2002) (Figure 4). It oc-
cupies a similar proportion of total cerebral cortex in 
humans and in great apes, but a smaller proportion in 
smaller-brained primates (Figure 5). This is also true for 

Figure 3. Lateral view of a human brain highlighting the frontal and temporal lobes that were targeted in our comparative 
studies. Vertical bar represents the location of a cross section (shown on the right) which reveals the presence 
of the cortex (gray) and white matter (white).
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the orbital, mesial, and dorsal sectors of the human fron-
tal lobe (Figure 6). These three sectors maintain a lawful 
relationship with increasing brain size in humans and in 
most hominoids.

White matter
Classical investigations of the frontal lobe focused 

mostly on measurements of the cortex, but more recent 
studies have recognized that species differences in white 
matter volumes may be of functional and morphological 
importance. We identified and measured the volume of 
the white matter in the frontal lobe (Figure 3) and found 
that, as expected, white matter has a positive allometric 
relationship with increasing brain size (Schenker et al., 
2005). Like the frontal cortex, total white matter volume 
in the frontal lobes are as large as expected in hominoids 
(Schenker et al., 2005). Our findings support the long 
established idea that larger brains tend to have a larger 
percentage of white matter than smaller brains and are 
consistent with expected values for humans and apes in 
gross frontal lobe measures (Frahm et al., 1982; Prothero 
and Sundsten, 1984; Hofman, 1989; Rilling and Insel, 
1999; Zhang and Sejnowski, 2000; Bush and Allman, 
2004).

Nonetheless, because white matter is a complex ter-
ritory comprising numerous, distinct fiber systems, hu-
mans might show variation in the distribution of white 
matter amongst these subsectors. Commissural systems 
such as the corpus callosum provide communicative 
pathways between the hemispheres. Projection fiber 
systems such as the corona radiata link isocortex with 
non-isocortical neural structures and the periphery. Long 
association fibers mediate intrahemispheric communica-
tion between distant cortical areas. There are also short 
association fibers that function as connections between 

topographically adjacent regions. The overall spatial ar-
rangement of the fiber systems reflects the topographic 
relationship between the origins and targets of the con-
nections (Dejerine, 1895; Heimer, 1995). While it is 
not possible to distinguish all specific fiber systems in 
gross brain scans, a number of morphometric studies in 
humans (using structural MRI scans) have parcellated 
the white matter to measure the volume of its subdivi-
sions (Makris et al., 1997; Herbert et al., 2004). One 
subdivision is the gyral white matter which includes 
the white matter immediately underlying cortical terri-
tories; another subdivision is the core, which includes 
all remaining white matter in the frontal lobe (Figure 7). 
The gyral white matter immediately underlying cortical 
territories generally includes, in addition to long projec-
tion fibers, also short corticocortical association fibers 
that link neighboring cortical regions (Heimer, 1995). 
Gyral white matter volume approximates the size of 
connections between regions that lie in close proximity, 
whereas core white matter reflects more the degree of 
connectivity between distant regions.

The relationship between gyral white matter and 
core white matter is different in humans compared to 
other primates (Schenker, et al., 2005). Most human val-
ues for gyral white matter are larger than expected in the 
frontal lobe (Figure 8), while the average percent residu-
als of human values for the frontal gyral white matter are 
more than 26%. Enlarged gyral white matter in humans 
suggests increased interconnectivity within and between 
neighboring cortical regions, many of which support 
complex cognitive behaviors. Thus an increased ratio of 
gyral white matter to core white matter is likely to reflect 
an increased emphasis on short, intrahemispheric, cor-
tico-cortical associations. Nevertheless, the volume of 
the white matter, whether core or gyral, can increase as 

Figure 4. Volume of frontal cortex against volume of cerebral hemispheres in human and nonhuman primates (modified 
from Semendeferi et al., 2002).
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a function of several parameters, including numbers of 
fibers, size of fibers and/or degree of myelination (Har-
rison et al., 2002).

Developmentally there are differences in the myelin-
ation of gyral versus core white matter. White matter in 
closer proximity to the cortex myelinates after core white 
matter, and occurs late in the first year of life or later, 
especially in the frontal cortex (Yakovlev and LeCours, 
1967). Similar differences might exist across species, but 
no cross species comparisons exist regarding the degree 
of myelination. Thus, speciesspecific differences might 
include increased numbers of axons, increased crosssec-
tional area of axons, or increased myelination between 
cortical areas resulting in faster information processing, 
facilitating complex cognitive function (Harrison et al., 
2002). Other studies of fiber systems based on structural 
MRI and diffusion tensor imaging (Rilling and Insel, 
1999; Glasser and Rilling, 2008) also suggest that some 
fiber systems are represented in different proportions in 
selected primates, supporting the idea of the presence of 
selective reorganization in the white matter.

Reorganization and the  
human frontal lobe 

There is no evidence for brain reorganization based 
on the size of the frontal lobe and the frontal cortex as a 
whole. Homogeneity in the scaling relations of some of 
the major sectors in the brain was suggested previously 
(Jerison, 1973; Clark, et al., 2001; Finlay and Darling-
ton, 1995), and our results show that homogeneity also 
exists with respect to the size of the hominoid frontal 
cortex. Our findings support Bonin’s (1948), Holloway’s 
(1968), and Jerison’s (1973) long standing ideas regard-
ing the evolution of the frontal cortex and frontal lobe 
as a whole, which received additional support more re-
cently (Bush and Allman, 2004), namely that “man has 
precisely the frontal cortex which he deserves” (Bonin, 
1948). Nevertheless our morphometric results chal-
lenge the two data sets collected by Brodmann (1912) 
and Blinkov and Glezer (1968) and the dominant dogma 
derived from their data that views human cognitive evo-
lution as largely driven by a differential enlargement of 
the frontal lobe and frontal cortex (Deacon, 1997; Fuster, 

Figure 5. The size of the frontal cortex as a percent of total cortex. Each bar represents individual human and 
nonhuman primate specimens in the studies listed in legend.
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1997). How can we account for the difference between 
our morphometric results and those of Brodmann (1912) 
and Blinkov and Glezer (1968)?

The frontal cortex includes prefrontal cortex, motor 
cortex, and premotor cortex. Brodmann (1912) measured 
the frontal cortex as a whole and also its subcomponent, 
the prefrontal cortex. He reported that both the frontal 
cortex and the prefrontal cortex are larger in the human 
brain than in the chimpanzee. Our findings are directly 
comparable to what Brodmann (1912) and Blinkov and 
Glezer (1968) reported for frontal cortex. The frontal 
cortex can be measured and directly compared across 
individuals and species in a consistent manner using 
reliable and reproducible landmarks. Additionally, use 
of MRI scans of living individuals provides a solid ba-
sis for morphometric studies widely used today, free of 
concerns regarding shrinkage or manipulation of post-
mortem tissue (which was the case with all quantitative 
studies in the early and mid-20th century). According to 
Brodmann, the frontal cortex occupies 6% more of the 
surface of the brain in the human than in the chimpan-
zee. His data set includes a single human hemisphere and 
a single chimpanzee hemisphere with no representation 
of the other great apes (Figure 5). Our data set includes 
several individuals per species (see Figure 5) and the 
range of values for each species is considerable. An ex-
amination of our sample reveals that if only one human 

from the upper end of the species range were compared 
to only one chimpanzee from the lower end of the spe-
cies range then the presence of species differences could 
be supported. This could easily have been the case with 
the individual subjects used in previous studies, and the 
previous findings may therefore reflect a sampling bias. 

The limited number of primate species and an un-
der-representation of the great apes might also account 
for the discrepant results between our findings and previ-
ous findings. Previous studies focused on human versus 
nonhuman primate comparisons, while our studies focus 
on how humans compare to our closest relatives, the 
great apes. If our studies had excluded most of the great 
apes, the results would have been more consonant with 
the previous findings, because gibbons and monkeys do, 
in fact, have relatively smaller frontal cortices than hu-
mans (Figure 5).

Additionally, we calculated volumes for the corti-
cal regions of interest, while earlier studies (Brodmann, 
1912; Blinkov and Glezer, 1968) used surface estimates. 
This is unlikely to account for much of the variance, 
however, because cortical volume is highly correlated 
with the surface of the cortical sheet. We conclude that 
sample size, sample composition, and the presence of 
intraspecific variation across species are the most likely 
factors underlying the differences between previous and 
recent studies of the frontal cortex.

Figure 6. Log-log regressions through humans and apes of dorsal cortex, mesial cortex, and orbital cortex in the frontal 
lobe (modified from Schenker et al., 2005).
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The fact that the relative size of the frontal cortex 
is similar in humans and great apes does not mean that 
the frontal cortex is less critical to hominid cognitive 
specialization than has been suggested (Goldman-Rakic, 
1984; Fuster, 1997; Damasio, 1994). The frontal cortex 
could support the outstanding cognitive capabilities of 
humans without undergoing a disproportionate overall 
increase in size because: 1) mere differences in abso-
lute brain size could provide an explanation (Passing-
ham, 2002); 2) subsectors of the frontal lobe may be 
reorganized and differentially enlarged. In comparative 
and evolutionary studies of the brain, large anatomical 
territories have been commonly treated as uniform en-
tities, despite their heterogeneity. The frontal cortex is 
not functionally homogenous and comprises anatomical 
subdivisions with distinct functional attributes. These 
anatomical subdivisions are identifiable at various levels 
of analysis. We have no direct findings from in vivo stud-
ies that address what Brodmann (1912) and Blinkov and 
Glezer (1968) reported for prefrontal cortex because the 
boundaries of the prefrontal cortex are difficult to define 
on MR images. It is likely, though, that their calculations 
for a subregion of the frontal cortex (the prefrontal cor-
tex) may be affected by the same sampling biases as their 

calculations for whole frontal cortex. In the following 
section we provide empirical support for the idea that se-
lected parts of the human prefrontal cortex are enlarged.

Reorganization in the frontal cortex  
of other hominoids

The relative enlargement of the frontal cortex may 
be one of several reorganizational features present in 
Plio-Pleistocene hominoid precursors, which distinguish 
the brains of extant hominoids from those of the smaller 
primates, such as gibbons and monkeys including ba-
boons (McBride, et al., 1999). The smaller primates 
have a smaller percentage of their total cortex devoted to 
frontal cortices (Figure 5), and the range of their values 
does not overlap with the values of the larger hominoids. 
These findings point to a possible great ape/human spe-
cialization for an enlarged frontal cortex that may set 
larger hominoids apart from other anthropoid primates 
(Radinsky, 1974).

Notable anatomical variations are present in se-
lected hominoid species. For example, all orangutans in 
our studies have significantly smaller orbital sectors than 
predicted for an ape brain of their size. In spite of having 
some of the largest brains in our sample of great apes, 

Figure 7. Left: Coronal section through the frontal lobe. The dashed line indicates the boundary between gyral white 
matter and core white matter; the thin solid line indicates the boundary between cortex and white matter 
Right: Diagram showing short association fibers in a cross section of a gyrus (upper) and in the entire cerebral 
hemisphere (lower).
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orangutans have some of the smallest absolute values for 
the orbital sector and the smallest relative size, with no 
overlap in individual values with any of the other ape 
species (Figure 9). Additional observations come from 
previous studies involving postmortem material and 
parameters such as total length of orbitofrontal cortex 
(Semendeferi, 1994; Semendeferi et al., 1997). Overall 
we examined this sector in a total of 12 hemispheres of 
orangutan brains, and compared them to a total of 32 
hemispheres representing the other great apes in our 
sample (Semendeferi et al., 1997, 1998, 2001; Schenker 
et al., 2005). Orangutans stand out consistently across 
studies for their smaller orbital sector.

The ratio of gyral white matter to cortex within each 
sector does not distinguish humans from other apes, but 
the ratio in the dorsal sector distinguishes apes from one 
another. Within the dorsal sector, the ratio of gyral white 
matter to cortex is larger in Pan (Figure 10) than in either 
Gorilla or Pongo. While it is expected for primates with 
larger brains to have an increased ratio of white to gray 
matter, chimpanzee and bonobo brains are smaller than 
gorilla and orangutan brains, not larger. Furthermore, 
this relationship is only present in the dorsal sector of 
the frontal lobe. Additionally, within Pan, chimpanzees 
have a relatively larger dorsal sector than bonobos. This 

difference is largely driven by an increased amount of 
gyral white matter (Figure 11), not cortex (Schenker et 
al., 2005). Orangutans also have a relatively large dor-
sal cortex and gyral white matter, but individual values 
overlap with those of other apes. 

Our findings further suggest that although most 
gross anatomical sectors in the frontal lobe are as large 
as expected, morphometric differences exist in selected 
sectors and selected species. Our data suggest that the 
inclusion of closely related species and larger numbers 
of individuals per species may reveal that certain areas 
of the brain present modifications expressed even at the 
gross level (de Winter and Oxnard, 2001). The tradi-
tional notion that disproportionately large frontal lobes 
and frontal cortices are the hallmark of hominid brain 
evolution is not supported by our findings, but there is 
evidence that the frontal lobe has undergone reorganiza-
tion. Apes are distinguishable from each other in the or-
bital sector and the dorsal sector. Humans exhibit unique 
patterns of white matter distribution in the frontal lobe, 
suggesting that specializations relating to connectivity 
occurred during hominid evolution. The rest of the paper 
will review evidence supporting the hypothesis that spe-
cific subsectors have been reorganized.

Figure 8. Gyral white matter versus core for the frontal lobe; solid and dashed lines represent the regression lines and 
their confidence intervals, respectively.
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PREfRonTAl CoRTEx

At the cytoarchitectonic level, the frontal cortex 
(Figure 12) can be subdivided into motor related cortex 
(primary and supplementary) and prefrontal cortex. The 
prefrontal cortex is located anterior to the motor and pre-
motor cortices. It is also called the frontal association 
cortex or the frontal granular cortex, referring to its func-
tional and structural attributes, respectively. The primate 
prefrontal cortex has been the focus of a host of studies 
for the past century. Like the rest of the cortex, it has 
been further subdivided qualitatively into smaller archi-
tectonic regions on the basis of their distinct neuronal 
organization, such as the number and size of the cortical 
layers, the size, shape, and density of the neurons, and 
the degree of axon myelination. In addition, support for 
this more refined cortical parcellation comes from the 
distinct connections of cortical areas with the various 
subdivisions of the mediodorsal nucleus of the thalamus 
and other cortical and subcortical structures (e.g., the 
temporal and parietal lobes, the hypothalamus, the amyg-
dala, and the hippocampal formation) (Rempel-Clower 
and Barbas, 2000). The prefrontal cortex includes Brod-
mann’s areas 8, 9, 10, 11, 44, 45, 47, and 46 (“frontal 
region”, Brodmann 1909). It is bordered on the dorso-
lateral surface by Brodmann’s areas 4 and 6 (“precentral 
region”), on the mesial surface by Brodmann’s areas 24, 
32, 33, 25, 23, and 31 (“cingulate region”) as well as the 
mesial extension of areas 4 and 6, and on the orbital and 
lateral surface by the “anterior insular region”.

Since Brodmann’s map of the human cortex was 
originally published, efforts have been made to remap 
and characterize selected cortical areas in the human 
brain (Amunts et al., 1995; Amunts et al., 1996; Amunts 

et al., 1999; Amunts et al., 2003; Bailey and von Bo-
nin, 1951; Blinkov and Glezer, 1968; Braak, 1980; 
Donoghue and Sanes, 1994; Hof et al., 1995; Öngür et 
al., 2003; Petrides and Pandya, 1999; Petrides and Pan-
dya, 2002; Rademacher et al., 2001; Rajkowska and 
Goldman-Rakic, 1995a,b; Semendeferi et al., 1998; Se-
mendeferi et al., 2001; Vogt et al., 1995; von Economo, 
1929; Zilles et al., 1995). Multiple efforts have been 
made to map the frontal cortex in the commonly used ex-
perimental primates, mostly rhesus monkeys and other 
species of macaques (Barbas and Pandya, 1987; Burman 
et al., 2006; Carmichael and Price, 1994; Donoghue and 
Sanes, 1994; Dusser de Barenne et al., 1941; Fogassi 
et al., 1994; Gebhard et al., 1995; Matelli et al., 1985, 
1986; Petrides and Pandya, 1999; Petrides and Pandya, 
2002; Preuss and Goldman-Rakic, 1991; Rosabal, 1967; 
Stepniewska et al., 1993; von Bonin and Bailey, 1947; 
Walker, 1940; Watanabe- Sawaguchi et al., 1991; Zilles 
et al., 1982, 1986). A few studies have also demonstrated 
the organization of the frontal cortex in apes at the his-
tological level (Bailey et al., 1950; Hakeem et al., 2004; 
Semendeferi et al., 1998, 2001; Raghanti et al., 2008). 

The size of the prefrontal cortex (after excluding 
motor, premotor and limbic cortices from the rest of 
the frontal lobe) is a subject of long debate. Brodmann 
(1912) reports as much as a 12% enlargement of the 
human prefrontal cortex compared to the chimpanzee 
(the only ape included in his data set). Despite the long-
standing debate, no new data have been collected on the 
size of the prefrontal cortex as a whole in more than five 
decades. Deacon (1997), based on the quantitative mea-
sures obtained earlier in the 20th century (Brodmann, 
1912; Blinkov and Glezer, 1968) argues that the relative 
size of the prefrontal cortex in humans is 202% more 

Figure 9. Relative volumes of the orbital cortex as a percentage of frontal cortex in humans and apes.
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Figure 10. Ratio of gyral white matter to cortex in the dorsal sector of the frontal lobe.

Figure 11. Ratio of gyral white matter in the dorsal sector in relation to the rest of frontal lobe.
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Figure 12. Lateral view of the human brain showing extent of the frontal and prefrontal cortex including cortical areas as 
assigned by Brodmann.

Figure 13. Upper left: Lateral view of the human brain with vertical bar cutting through Brodmann’s area 10. Lower part: 
Cross sections through the prefrontal cortex in the human and ape brains showing location and extent of 
Brodmann’s area 10.
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than expected for a nonhuman primate brain of the hu-
man size. Bonin (1948) and Holloway (1968) analyzed 
the same data sets and instead conclude that humans 
have a frontal lobe as large as expected for a primate 
brain of human size.

Proper identification of the prefrontal cortex re-
quires analysis of the microscopic features that define its 
boundaries with neighboring areas. For that, histologi-
cal investigations are necessary. No gross morphological 
criteria are sufficiently accurate to replicate Brodmann’s 
definition, because no sulcal landmarks can reliably es-
tablish the transition of prefrontal cortex to premotor 
cortex or the borders of individual cortical areas. Conse-
quently, this issue can only be resolved using cytoarchi-
tectonic criteria in combination with quantitative studies 
based on histological sections. To date, no such studies 
exist.

The only segment of the frontal cortex that can be 
identified reliably based on gross morphology, and that 
if removed, can bring the size of the remaining frontal 
cortex closer to prefrontal cortex, is the precentral gyrus, 
which is largely occupied by Brodmann’s area 4 (Figure 
12). We found that even after removing the precentral 
gyrus from our analysis, the remaining human frontal 
cortex is as large as expected for an ape of their brain size 
(Semendeferi et al., 2002). The relative size of the frontal 

cortex after excluding the precentral gyrus ranges from 
28.8% to 33% in humans, 25.5% to 29.7% in great apes, 
and 22.0% to 23.8% in gibbons. All African ape spe-
cies overlap with humans, and there is extensive overlap 
among the great apes themselves. While definitive state-
ments about the size of the prefrontal cortex can come 
only from comparative cytoarchitectonic studies of the 
brains of extant ape species and humans, small sample 
size and under-representation of great apes in the stud-
ies of Brodmann (1912) and Blinkov and Glezer (1968) 
place any definitive conclusions in favor of an enlarged 
prefrontal cortex in humans into question. The frontal 
lobe as a whole, unlike what the above studies suggest, is 
not enlarged in humans. Finally, if the quantitative data 
for the whole frontal cortex in the above studies cannot 
be replicated, then the data provided by the same sources 
for a fraction of the whole frontal, i.e. for the prefrontal 
cortex are likely not reliable either. A large-scale cytoar-
chitectonic study is necessary to resolve this issue.

While maps and comparisons of the primate cor-
tex are generally qualitative in their approach, several 
recent studies have also quantified different areas (Dom-
browski et al., 2001; Hof et al., 1995; Semendeferi et al., 
1998). These quantification efforts target selected neuro-
biological parameters, including numbers and densities 
of neurons (Rajkowska and Goldman-Rakic, 1995a,b; 

Figure 14. Upper left: Lateral view of the human brain with vertical bar cutting through Brodmann’s area 13. Lower part: 
Cross sections through the prefrontal cortex in the human and ape brains showing location and extent of 
Brodmann’s area 13.
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Semendeferi et al., 1998; Semendeferi & Damasio, 
2000; Uylings et al., 2006), density of subpopulations 
of immunoreactive neurons (Raghanti et al., 2008), den-
sity of glia cells (Sherwood et al., 2006), size of neu-
rons (Nimchinsky et al. 1999), as well as size of indi-
vidual cortical areas (Semendeferi et al., 1998, 2001). Of 
particular interest are studies that document the strong 
quantitative signatures of individual cortical regions. 
Amunts and colleagues (Amunts et al., 1999; Scheper-
jans et al., 2008; Schleicher and Zilles, 1999) used au-
tomated quantitative techniques based on statistical al-
gorithms to identify microstructural boundaries between 
cortical areas. Because the boundaries are defined using 
a computer algorithm that analyzes structural density 
patterns, the boundaries are observer-independent and 
reproducible. Furthermore, their consistency across ad-
jacent sections provides evidence that these boundaries 
are not the result of random events. Dombrowski et al. 
(2001) demonstrated that quantitative architecture can 
be used to distinguish prefrontal cortical areas in rhesus 
monkeys. The prefrontal cortical areas they analyzed are 
well characterized by their connectivity patterns within 
and outside the frontal lobe (Rempel-Clower and Bar-
bas, 2000). This suggests that quantitative cytoarchitec-
ture provides reproducible criteria for the identification 
of cortical systems relevant to function. This approach 
does not require the invasive procedures involved in ac-
quiring tissue from experimental animals or the use of 
multiple immunohistochemical markers to characterize 
a cortical territory and thus is a useful approach in the 
study of the human and ape brains.

Brodmann’s areas 10 and 13 
Even though the frontal lobe and frontal cortex as 

a whole are not differentially enlarged in humans, some 
of the lobe’s constituent areas seem to vary differentially 
in size across the hominoids. Morphometric studies of 
histological sections using cytoarchitectonic criteria sug-
gest that the size and organization of individual cortical 
areas in the hominoid prefrontal cortex, and not the pre-
frontal cortex as a whole, may set humans apart from the 
great apes. Within the prefrontal cortex, selected areas 
are differentially enlarged or diminished (Semendeferi 
et al., 1998, 2001). We examined two areas, areas 10 and 
13, in terms of size and structural organization at the his-
tological level. Our findings provide evidence for mosaic 
evolution within the prefrontal cortex. 

Brodmann’s area 10 is involved with the planning of 
future actions, the undertaking of initiatives, and work-
ing memory and attention (Okuda et al., 1998; Lepage 
et al., 2000; Daffner et al., 2000). In humans, lesions of 
the anterior portion of the prefrontal cortex that include 
area 10 are associated with impairment in highercogni-
tive abilities that facilitate extraction of meaning from 
ongoing experiences, the organization of mental con-
tents that control creative thinking and language, and the 
artistic expression and planning of future actions (Dama-
sio, 1985). In contrast, area 13, part of the posterior or-

bital region, supports behaviors related to responses to 
social stimuli and complex aspects of social cognition, 
(Damasio and Van Hoesen, 1983). In macaque mon-
keys, changes in emotional states and disinhibition of 
emotional reactions are associated with lesions includ-
ing area 13. Removal of this cortex enhances aversive 
reactions and reduces aggressive reactions in threatening 
situations. These emotional alterations have been inter-
preted on the basis of the close relationships between the 
posterior orbital cortex and limbic structures, especially 
the mediodorsal nucleus of the thalamus and the amyg-
dala (Butter and Snyder, 1972). 

Brodmann’s areas 10 and 13 form the frontal pole 
and the core posterior orbitofrontal region respectively. 
Their cytoarchitecture and connectivity have been well 
described in the macaque monkey (Barbas and Pandya, 
1989; Preuss and Goldman-Rakic, 1991; Morecraft et 
al., 1992; Carmichael and Price, 1994). Less was known 
about them in the human brain (area 13 was not identi-
fied as a separate cortical area by Brodmann) or the brain 
of the apes prior to our comparative studies (Semende-
feri et al., 1998, 2001). In Asian and African large-bod-
ied hominoids, area 10 is present in orangutans, chim-
panzees, bonobos, and humans and occupies the entire 
frontal pole (Semendeferi et al., 2001). In smaller pri-
mates such as gibbons, area 10 occupies only a restricted 
location in the orbital part of the frontal pole (Figure 
13). In contrast, area 13 shares a similar topographic and 
topological location across all of the species examined 
(Figure 14).

Area 10 in the human brain presents some special-
ized features (Semendeferi et al., 2001); one such fea-
ture involves the considerable increase in its overall size 
in the human brain (Figure 15). Area 10 is larger in the 
human brain than in the other hominoids, even in rela-
tive terms. It is twice as large in the human brain (1.2% 
of brain volume) than in the brains of great apes (0.46–
0.74% of brain volume). Although the increase is con-
siderable in terms of the percentage the area occupies in 
the brain, more data are required to test whether the area 
is larger than expected for a brain of human size (Hol-
loway, 2002). Area 13 is present in all hominoids, but 
is reduced in humans and bonobos (Semendeferi et al., 
1998). This reduction might be the result of a prolifera-
tion of other cortical areas or subdivisions within the or-
bitofrontal cortex of these species. In orangutans, how-
ever, the orbitofrontal cortex is relatively homogeneous, 
with area 13 occupying a larger portion of this region 
than in the other great apes. The total volume of area 13 
in the right hemisphere of the great apes and humans is 
very similar, ranging from 269.9 mm3 in the chimpanzee 
to 366.2 mm3 in the human. An exception is the bonobo, 
which has a volume of 110.5 mm3. However, relative to 
brain size, the human and bonobo have a small area 13 
(0.03%), while in the gibbon and the other great apes 
area 13 occupies a greater percentage of the brain (0.06-
0.09%). Across hominoid species, areas 10 and 13 do not 
vary in size in coordination with one another.
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Another specialized feature of area 10 involves 
the neuropil, or the space between cell bodies, which is 
largely devoted to axons and dendritic processes within 
the cortex (Semendeferi et al., 1998, 2001). Unlike area 
13, neuropil is increased in area 10 of the human brain 
in layers that are primarily connected to other higher or-
der cortical areas of the same and opposite hemispheres 
(Figure 16). This is of interest given that the volume of 
gyral white matter is larger than expected in humans 
and primarily represents connectivity between closely 
located higher order cortical areas. Other lines of evi-
dence also support the idea that parts of the prefrontal 
cortex have increased dendritic arborization in humans 
compared to macaques (Elston et al., 2006). 

Studies in macaques have demonstrated an anterior-
posterior gradient in neuronal density across frontal 
cortical areas (Dombrowski et al., 2001). Our data also 
demonstrate this trend (Figure 17). Across species, with 
the exception of the gorilla, the density of neurons in 

area 10, located in the frontal pole, is greater than the 
density in area 13, located in posterior orbital cortex. In 
both areas, the density of neurons is considerably lower 
in humans than in the apes. However, within the apes, 
neuron densities in area 10 and area 13 do not vary in 
coordination with each other. For instance, while the 
orangutan has the lowest neuron density in area 13, it has 
the second highest density in area 10. Variation among 
species in the neuron densities in these areas provides 
some evidence for the mosaic evolution of cortical areas 
in the prefrontal cortex. 

Area 13 is relatively conserved, particularly in terms 
of its absolute size. A hypothetical reconstruction of the 
Plio-Pleistocene hominoid brain would place area 13 in 
a restricted area, occupying the most posterior parts of 
the medial orbital gyrus and the posterior orbital gyrus, 
with structural features similar to those in the extant spe-
cies. In general, area 10 in the human brain appears to be 
specialized in size and organization, which suggests that 

Figure 15. The volume of Brodmann’s areas 10 and 13 as a percent of total brain volume in the human and ape brains.
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functions associated with this part of the cortex have be-
come particularly important during hominid evolution. 
Planning and initiating actions are hallmarks of human 
behavior, and although these features are present to some 
extent in other hominoids and possibly other primates, 
they became fully expressed in the Plio-Pleistocene 
hominids.

There is variation in the size and in aspects of the or-
ganization of the frontal lobes among the hominoids (Se-
mendeferi et al., 1997). These differences might reflect 
species-specific adaptations, functional specializations, 
and/or major evolutionary events relating to changes in 

the organization of the hominoid brain. Relationships 
such as total brain size to body size is not sufficient for 
understanding species-specific adaptations in behavior 
and underlying neural circuitry. An analysis of two re-
gions of prefrontal cortex reveals differences in the orga-
nization of parts of the limbic frontal cortex, involved in 
social cognition, between species that have very similar 
absolute brain sizes (orangutan versus chimpanzee) (Se-
mendeferi and Damasio, 2000). It is clear that specific 
neural circuits or cortical areas have to be compared 
among closely related species. 

Figure 16. Mean Grey-Level Index (GLI) profiles of the human, ape (chimpanzee, bonobo, gorilla, orangutan, and 
gibbon), and macaque cortex in Brodmann’s areas 10 and 13. Valleys in the profiles represent areas occupied 
to a larger extent by space available for connections and to a lesser extent by cell bodies.

Figure 17. Neuronal denisity in areas 10 and 13 (human and ape data from Semendeferi et al., 1998 and 2001; 
macaque data from Dombrowski et al. 2001)
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Brodmann’s areas 44 and 45 (Broca’s area)
Two other cytoarchitectonic areas in the prefrontal 

cortex, Brodmann's areas 44 and 45, comprise what is 
known as Broca's area, and typically occupy part of the 
inferior frontal gyrus in the human brain (Figure 18). In 
all hominoids, Brodmann's areas 44 and 45 are located 
within the inferior frontal gyrus, anterior to the inferior 
precentral sulcus (Schenker et al., 2008). The two areas 
can be distinguished by differences in the prominence 
of layer IV and the total thickness of cortex (Figure 19). 

They also exhibit certain differences in overall cortical 
thickness and in relative laminar width among species, 
with gorillas and orangutans displaying less difference in 
thickness between the two areas than chimpanzees and 
bonobos.

Within areas 44 and 45, we investigated the mini-
columnar organization of the cortex (Schenker et al., 
2008). Minicolumns are vertically-oriented aggregates 
of cells with strong vertical interconnections among lay-
ers, forming fundamental structural and functional units 
within cortex (Douglas and Martin, 1992; Mountcastle, 

Figure 18. Photographs of (A) a human brain and (B) a chimpanzee brain showing the location of Broca’s area, 
including Brodmann’s areas 45 (light gray) and 44 (dark gray).

Figure 19. The cytoarchitecture of Brodmann’s areas 44 and 45 in a human and orangutan brain. Layers I through VI 
are marked on the microphotographs.
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1997). Their organization in the adult brain is thought to 
be derived from ontogenetic columns and the migration 
of cells into radial columns during development (Rakic, 
1995). Minicolumns comprise rows of neurons travers-
ing layers II-VI (Fig. 20) (Buxhoeveden and Casanova, 
2002; Mountcastle, 1997) and are assumed to be one cell 
wide in layers III, V, and VI (Seldon, 1981).

Minicolumns in Broca's area are larger in humans 
than in great apes (Figure 21). This pattern is similar to 
the pattern reported previously for the planum tempo-
rale (area Tpt, Buxhoeveden et al., 2001). Nevertheless, 
even though spacing between minicolumns in humans 
is larger in absolute terms, it is smaller relative to total 
brain volume (Figure 22). This indicates that despite the 
increased width of minicolumns, a human's cortex con-
tains more minicolumns than the cortex of a great ape. 

It is not yet clear whether larger minicolumns in hu-
mans is a specific characteristic of cortical areas involved 
in language function (Broca's area and area Tpt), or if 
larger minicolumns exist throughout the human cortex 
regardless of functional attributes. To date, comparative 
studies of minicolumns in humans and great apes have 
focused on cortical regions that are active in linguistic 
functions. Therefore, these findings may be evidence ei-
ther of differential changes in the inferior frontal gyrus 
and the superior temporal gyrus or a cortex-wide differ-
ence in humans. Further conclusions await data from 
minicolumns in additional regions of cortex.

Frontoinsular cortex
Neuroanatomists in the late 19th and early 20th cen-

turies described the presence of an unusual cell in the hu-
man cortex (von Economo and Koskinas, 1925). These 
cells were named spindle neurons based on their char-
acteristic bipolar shape and large size, which is approxi-
mately four times larger than pyramidal neurons. Spin-
dle neurons were identified in a specific layer (layer Vb) 
of two areas of the frontal part of the brain, the anterior 
cingulate and the frontoinsular cortex (von Economo & 
Koskinas, 1925 or “anterior insular” according to Brod-
mann, 1909). 

Contemporary studies replicated the early reports in 
the human brain and also identified the presence of this 
neuronal phenotype in the anterior cingulate cortex of 
some mammals. Spindle cells were found in the human, 
gorilla, bonobo, chimpanzee and orangutan anterior cin-
gulate cortex, but were not found in 22 other primate 
species or 30 other mammals examined (Nimchinsky et 
al., 1995; Nimchinsky et al., 1999). Spindle neurons are 
larger in humans and chimpanzees and smaller in go-
rillas and orangutans. Spindle neuron volume correlates 
with encephalization, while the volume of other neu-
rons in layers V (pyramidal) and VI (fusiform) does not 
(Nimchinsky et al., 1999).

We have used stereological sampling to determine 
the number of spindle neurons in the “anterior insular 
region” (Brodmann, 1909) also known as the frontoinsu-
lar cortex (area FI) (von Economo and Koskinas, 1925), 

Figure 20. Minicolumnar organization in the cortex of Brodmann’s areas 44 and 45 in a chimpanzee and orangutan 
brain. Scale bar equals 100 μm.
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Figure 21. Mean horizontal spacing distance (A) and gray level index (B) by individual and area for the human and ape 
brains in Brodmann’s areas 44 and 45 (modified from Schenker et al., 2008)
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in humans and African apes (Hakeem et al., 2004; Ken-
nedy et al., 2007). The frontoinsular cortex is agranular 
cortex that makes up the anterior portion of the insula 
(von Economo & Koskinas, 1925; Mesulam & Mufson, 
1982). Two cytoarchitectural features unmistakably de-
fine area FI (von Economo and Koskinas, 1925). First, 
FI is agranular cortex, with very few cells in layer II cre-
ating a discontinuous appearance, and a near complete 
or complete absence of layer IV. Second, layer Vb con-
tains large bipolar spindle neurons (Fig. 23), which make 
identification of the boundaries of FI unambiguous.

After close examination of the orbitofrontal and 
insular cortex in 25 primate species, only humans and 
African apes exhibit spindle neurons. We did not iden-
tify spindle neurons in the Asian apes (orangutans and 
gibbons), in Old and New World monkeys, or in prosim-
ians (Hakeem et al., 2004). The FI spindle neurons are 
approximately 30% more numerous in the right hemi-
sphere of both humans and apes. It is very likely that 

spindle neurons are a specialization found in humans and 
great apes, and their presence in area FI is a phylogenetic 
specialization of the clade comprised more specifically 
of humans and African apes. Since they are present in 
all members of this clade, they are likely to have been 
present in the last common ancestors of the clade, which 
lived less than 10 million years ago. 

Given this evolutionary scenario and the functional 
properties of the areas containing spindle neurons, this 
hemispheric specialization might have arisen before 
the evolution of language and might be relevant to the 
domains of emotion and social cognition. Based on the 
functions normally attributed to the rostral anterior cin-
gulate and FI and the evolutionary uniqueness of spindle 
neurons, researchers have suggested that these neurons 
might play a key role in socioemotional and higher-order 
cognitive processing (Watson et al., 2007; Allman et al., 
2005; Nimchinsky et al., 1999), leading many to specu-
late that they may be dysfunctional in autism (Allman et 

Figure 22. Estimated cross-sectional area of a minicolumn relative to brain volume (modified from Schenker et al., 2008)

Semendeferi et al. 4 139



Semendeferi et al. 4 139

al., 2005; Courchesne and Pierce, 2005; Mundy, 2003). 
Allman and colleagues (2005) proposed that the spindle 
neurons relay to other brain structures signals concern-
ing value judgments in situations involving risk or un-
certainty, especially in social bonding and economic 
decision-making. Furthermore, several species of whales 
have been shown to possess spindle neurons, and this 
might be an example of convergent evolution (Hof and 
Van Der Gucht, 2006).

Although the human frontal cortex as a whole is not 
differentially enlarged compared to apes, there is varia-
tion in aspects of the organization of the frontal cortex 
among the hominoids. There is some support for the 
idea that brain enlargement has been accompanied by 
a reorganization of specific connectivity patterns and 
that individual species may process information differ-
ently. Instead of an overall enlargement of this part of 
the brain relative to the rest of the brain, specific cortical 
areas have changed in size. Some areas are enlarged in 
humans, while others are smaller; similar differences are 
present across the apes. Additionally

TEmPoRAl loBE

While the frontal lobe is featured in the study of hu-
man evolution because of its functional properties, in-
creasing comparative evidence suggests that temporal 
cortical and subcortical structures are undergoing con-

siderable evolutionary change, perhaps even more so 
than the frontal lobe. The temporal lobe (Figure 3) is re-
cruited in many essential cognitive processes such as the 
formation and processing of declarative memory (Squire 
et al., 2004), auditory processing (Poremba et al., 2003), 
selfrecognition (Kircher et al., 2001), visual processing 
(Mishkin et al., 1983), and the detection of biological 
motion that underlies theory of mind (Frith and Frith, 
1999). Similarly, while species-specific vocalizations ac-
tivate only cells in the superior temporal sulcus in non-
human primates, language processing occurs throughout 
the temporal lobe (Damasio et al., 1996; Price, 2000; 
Gorno-Tempini and Price, 2001; Grabowski et al., 2001; 
MacSweeney et al., 2002; Rilling and Seligman, 2002). 

MRI data from two independent studies, Semende-
feri and Damasio (2000) and Rilling and Seligman 
(2002), indicate that the human temporal lobe is, on av-
erage, larger than would be predicted for an ape of hu-
man brain size. Using at least two individuals per spe-
cies, both studies concluded that human residuals were 
predominantly positive and in many cases significantly 
so. In Rilling and Seligman’s (2002) study, the average 
temporal lobe volume, as well as the temporal cortical 
surface area of their six human brains was larger than 
predicted by the regression line drawn through the apes 
(Figure 24). Similarly, all 10 of the human specimens 
measured by Semendeferi and Damasio (2000) fall 
above the ape regression line, and the mean human value 

Figure 23. Left: Arrow points to presence of spindle neurons in area FI of the human brain. Right: Graph shows the ratio 
of right to left hemisphere numbers of spindle neurons and a reconstruction of a chimpanzee brain showing 
location of area FI (dark gray) (modified from Kennedy et al., 2007; Hakeem et al., 2004).
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falls outside of the prediction interval (Figure 24). Re-
gressing the ape temporal lobe volumes from Semende-
feri and Damasio (2000) against brain volumes produces 
a slope of less than one, suggesting temporal lobe vol-
ume and whole brain volume are negatively allometric 
in the apes. When humans are added to the ape sample, 
the slope of the line closely approaches isometry (slope 
= 0.979). In the apes, then, the rate of temporal lobe in-
crease lags behind expansion of the entire brain, but tem-
poral lobe size increases at approximately the same rate 
as the whole brain when human data are included. Thus, 
these studies suggest that, in contrast to the frontal lobe, 
the temporal lobe as a whole shows evolutionary expan-
sion in the human lineage. 

In contrast to findings in human temporal cortex, 
our data suggest that temporal lobe white matter has 
not undergone evolutionary expansion (Schenker et al., 
2005). Larger brains contain a greater ratio of white to 

gray matter than smaller brains (Frahm et al., 1982; Pro-
thero and Sundsten, 1984; Hofman, 1989; Rilling and 
Insel, 1999; Zhang and Sejnowski, 2000; Bush and All-
man, 2004), and total temporal lobe white matter volume 
shows a positive allometric relationship with temporal 
lobe volume across hominoids. The ratio of temporal 
white matter to cortex is not greater in humans than 
would be expected based on temporal lobe volume; how-
ever, analyses of subdivisions of the white matter suggest 
reorganization similar to the frontal lobes. As with the 
frontal lobes, the ratio of gyral to core white matter in the 
human temporal lobe is larger than would be predicted 
from ape values (Figure 24). The human values for this 
measure fall above the confidence interval in half of the 
cases and show average percent residuals greater than 
45% (Schenker, et al., 2005). A differentially enlarged 
volume of gyral white matter, as opposed to core white 
matter, in humans allows for increased interconnectiv-

Figure 24. Log-log graphs of temporal lobe versus brain (left) and temporal lobe gyral white matter versus core (right). 
Solid and dashed lines represent the regression lines and their confidence intervals, respectively (based on 
data from Schenker et al., 2005).

Figure 25. Left: Mesial view of a gorilla hemisphere. Vertical white bar represents location of the cross section shown on 
the right. Right: Cross section through the amygdala of a gorilla hemisphere.
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ity via short association fibers which might contribute to 
increased human cognitive capabilities.

Amygdala
The temporal lobe comprises subcortical structures 

essential to both simple and complex behaviors, includ-
ing central components of the limbic system. The idea 
that the production and mediation of complex behavior 
falls exclusively under the purview of the isocortex has 
been challenged. The challenge comes from the perspec-
tive that interactions between multiple cortical territo-
ries, including both “basic” emotional processing medi-
ated by limbic structures and “higher order” isocortical 
cognitive processing, are important for the production of 
complex behaviors, especially in the social domain (e.g., 
Damasio, 1994). One such structure, the amygdala or 
amygdaloid complex (Figure 25), has traditionally been 
associated with emotional regulation but has more re-
cently received scientific attention for its central role in 
mediating social cognition and affiliation (Kling, 1986; 
Brothers, 1990; Adolphs, 1999; Brothers and Ring, 1992; 
Kling and Brothers, 1992; Adolphs, 2003). The amyg-
dala modulates emotional, neural, and bodily responses 
to external stimuli and directs an individual’s attention 
based on the emotional significance of the stimulus to 
produce a context appropriate response (Adolphs, 1999). 
Although implicit associative learning, attending to sa-
lient stimuli, memory consolidation (Phelps, 2005), and 
environmental appraisal (Emery, 2000) are undoubtedly 
central to many social cognitive skills, the amygdala is 
also associated with mediating and evaluating explicitly 
social stimuli. Some examples from neuroimaging stud-
ies include the processing of emotional vocal, facial, 
and full body expressions (Yang et al., 2002; Hadjikhani 
and de Gelder, 2003; Glascher et al., 2004; Sander et 
al., 2005), evaluating trustworthiness in others (Grezes 
et al., 2004; Singer et al., 2004), and deciding whether 
to conform to peers’ suggestions (Berns et al., 2005). 
At the cellular level, neurons in the macaque amygdala 
are activated by both dynamic social behaviors such as 
social interaction (Brothers and Ring, 1992, 1993) and 
social approach (Kling et al., 1979) and static represen-
tations such as images of faces (Brothers, 1990). In the 
rapidly changing, complex social environments inhab-
ited by primates (Humphrey, 1988; Whiten and Byrne, 
1988; Dunbar, 2003), the sorts of processes subserved 
by the amygdala might provide an individual with essen-
tial tools for evaluating conspecifics and navigating the 
social milieu. Given its importance in social cognition, a 
possible “prime mover” in primate cognitive evolution, 
the amygdala could be a target for evolutionary change 
or reorganization. Moreover, mounting evidence sug-
gests that not only isocortical but also subcortical or al-
locortical regions of the human brain undergo evolution-
ary adaptation. For example, the nuclei of the thalamus, 
another subcortical limbic structure, show differential 
volumetric increase across primate species which sug-
gests evolutionary reorganization (Armstrong, 1986). 

The amygdala is a heterogenous structure com-
prising numerous highly interconnected nuclei. While 
a significant number of these nuclei share connections 
with non-isocortical structures, the lateral, basal, and ac-
cessory basal nuclei have strong reciprocal connections 
with the isocortex. These three nuclei are collectively 
referred to as the basolateral division of the amygdaloid 
complex (Figure 26). The basolateral division, together 
with its extensive interconnections with the isocortex, 
is important for pairing affective values with incom-
ing stimuli, associative learning (Sah et al., 2003), and 
memory consolidation (McIntyre et al., 2003). Although 
little is known about the evolution of the amygdala in 
primates, previous research suggests that a portion of the 
amygdala that includes the basolateral division shows 
evolutionary increase in primates when compared with 
other regions of the amygdala (Stephan and Andy, 1977; 
Stephan, et al., 1987). This differential change has been 
attributed to the influence of isocortical expansion on 
the connected basolateral nuclei. The volume of the ex-
panded region correlates with social group size, and thus 
it is likely that this mosaic pattern in the evolution of the 
amygdaloid subcomponents is driven by social evolu-
tionary pressures (Barton, et al., 2003; Barton & Aggle-
ton, 2000). Unfortunately, these studies of the amygdala 
included few hominoid species, making it difficult to 
assess the role the amygdala has played in human evo-
lution. To better understand the importance of the amyg-
dala and its constituent nuclei in human and ape evolu-
tion in particular, we performed a morphometric analysis 
of the amygdala as a whole and also of the basolateral 
division (the accessory basal, basal, and lateral nuclei) 
using specimens from all hominoid species.

In the human brain, the amygdala is as large as ex-
pected in overall volume, although absolutely it is more 
than three times the size of the chimpanzee amygdala 
(Figure 27). In contrast, the basolateral division shows 
a unique pattern of organization. The lateral nucleus is 
clearly the largest of the basolateral nuclei in humans 
(Figure 28), while the basal nucleus is the largest in 
apes. Stereological analyses of the amygdala and the 
basolateral division performed on a large sample of hu-
man brains confirm our findings in humans (Schumann 
and Amaral, 2005). The basolateral nuclei of macaques 
(Amaral et al., 1992; control data in Emery et al., 2001) 
are organized more like apes, suggesting that humans 
may be derived compared with other Old World pri-
mates. The lateral nucleus in the human brain is also 
larger than would be predicted for an ape of human brain 
size (Figure 29). Thus, our data suggest that the organi-
zation of the human basolateral division is distinguished 
by a volumetric increase in the lateral nucleus, and that 
the lateral nucleus may be evolutionarily emphasized in 
the human amygdala. 

It is very likely that the differential expansion of 
amygdaloid regions is influenced by the expansion of 
neuroanatomical regions that are strongly connected 
with the nuclei, as previously suggested for larger sub-
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Figure 26. Diagram shows major components of the amygdala and related connections with rest of the brain.

Figure 27. Volume of the amygdala across species. Bars represent individual specimens used in the two studies 
presented.
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Figure 28. Percentage of basolateral division of the amygdala occupied by the lateral, basal, and accessory basal nuclei 
in each species. (Data from Barger et al., 2007).

Figure 29. Regression of hemisphere volume against the volume of the lateral nucleus of the amygdala (modified from 
Barger et al., 2007)
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components of this structure (Stephan and Andy, 1977). 
While information about the function of individual 
amygdaloid nuclei in the primate brain is limited, it has 
been hypothesized (Emery and Amaral, 2000; Stefanacci 
and Amaral, 2002) that polymodal and unimodal sensory 
information from the temporal cortex first enters the lat-
eral nucleus, where it is received and categorized. This 
information passes to the basal nucleus where it is paired 
with information about the social context of the signal 
through its extensive connections with the orbitofrontal 
cortex. This highly processed information is then trans-
ferred to the striatum and the central nucleus (which sub-
sequently targets hypothalamic and brainstem nuclei) to 
initiate the production of a context appropriate response. 
In humans, a preponderance of information from the 
elaborated temporal lobe would be flowing into the hu-
man amygdala via the lateral nucleus, increasing pro-
cessing demands within the basolateral division. Given 
the functional and connective relationships between the 
temporal lobe and the lateral nucleus, it is likely that the 
unique organization of the human basolateral division is 
driven by information flowing from the enlarged human 
temporal lobe into the lateral nucleus (Stefanacci and 
Amaral, 2002).

Among the apes, the basolateral division of the go-
rilla and orangutan are most specialized (Barger, et al. 
2007). The basal and accessory basal nucleus are excep-
tionally large in the gorilla, while the lateral nucleus is 
diminished, a more extreme manifestation of the pattern 

found among the other apes (Figure 28). If connected 
isocortical regions influence the elaboration of amyg-
daloid subcomponents, then this might account for the 
smaller than expected size of the gorilla temporal lobe 
(Semendeferi and Damasio, 2000; Rilling and Selig-
mann, 2002), which is an inverse of the human pattern. 
Orangutans show more extensive differences in amyg-
dala volume compared to other apes. They have uniquely 
smaller total amygdala and basolateral division volumes 
compared to the other great apes (Figure 30). Within 
the basolateral division, the accessory basal nucleus is 
smaller in orangutans than would be predicted based on 
volumes in other hominoids (Figure 31). The basolat-
eral division and especially the accessory basal nucleus 
receive considerable projections from the orbitofrontal 
cortex, including area 10 (Ghashghaei and Barbas, 2002; 
Stefanacci and Amaral, 2002), which is also smaller in 
orangutans, as discussed above (Figure 32). These data 
from the amygdala together with existing data on other 
neural structures provide new perspectives on the evolu-
tion of the amygdala and related neural systems (Barton 
and Harvey, 2000). While amygdaloid nuclei volumes in 
humans and gorillas might be influenced by the respec-
tive increase and decrease of predicted temporal lobe 
volumes, diminution in orangutan amygdala and amyg-
daloid nuclei volumes parallel decreases in the size of 
interconnected, limbic orbitofrontal regions.

Overall our findings largely support hypotheses of 
amygdala evolution that highlight the importance of 

Figure 30. Left: Relative volume of the amygdala (amygdaloid complex) across great apes. Right: Relative volume of 
the basolateral division across great apes (modified from Barger et al., 2007)
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functional networks within the brain and point to the  im-
portance of interconnected networks that might be influ-
enced in a mosaic fashion characteristic of evolutionary 
reorganization. We found variation in limbic structures 
among hominoids, suggesting that parts of the human 
limbic system might be highly specialized. Along with 
the reorganization of the limbic orbitofrontal sectors of 
the isocortex, humans also show reorganization of the 
amygdala. These factors reinforce the idea that human 
emotional processes are not primitive relics of our evolu-
tionary past but instead are highly evolved systems that 
complement higher order cognitive processes. More-
over, the associations between temporal lobe and amyg-
dala expansion point to importance of social information 
processing in human brain evolution.

disCussion

While there are clear cognitive differences between 
humans and apes, the neural underpinnings of these dif-
ferences are considerably less obvious. How do differ-
ences in the size and organization of the human brain 
produce the cognitive specializations found in our spe-
cies? Have specific functional circuits been acted upon 
by evolutionary processes, or is overall size increase the 
only hallmark of human brain evolution? Anatomical 
studies comparing the human brain with the ape brain 

may gives us a sense of the associated cognitive changes 
that might have occurred in ancestral hominids during 
the Plio-Pleistocene. 

The frontal lobes:  
Reorganization over enlargement

Early students of hominid brain evolution identified 
the frontal lobe as a candidate region for evolutionary 
expansion given its involvement in higher order execu-
tive functions such as abstract thinking and planning 
and also its involvement in language production. Thus, 
unique human cognitive capabilities were thought to 
result from an overall increase in human brain volume 
accompanied by a disproportionate increase in frontal 
cortex volume, and this assumption received early em-
pirical support from Brodmann’s comparative studies. 
We addressed this question more recently using modern 
morphometric techniques and larger samples of homi-
noids, and found that complex human cognition could 
not be attributed to a relative increase in human fron-
tal lobe volume. Although the size of the human frontal 
lobe is larger in absolute terms, frontal lobe volume is 
remarkably similar across hominoids when whole brain 
size is factored out. It is likely, then, that the relative size 
of the frontal lobes has not changed significantly during 
hominid evolution. These results contradict deep-rooted 
assumptions about the evolution of the human brain. 

Figure 31. Regression of hemisphere volume against the volume of the accessory nucleus of the amygdala (modified 
from Barger et al., 2007)



146 3 The Human Brain Evolving: Papers in Honor of Ralph L. Holloway

Moreover, the degree of inter- and intra-specific varia-
tion we found in our own large sample merits a caution-
ary statement when interpreting the results of studies that 
rely exclusively on one or two hemispheres of only a 
few species. Similarly, frontal lobe measurements from 
individual hominid endocasts might represent extreme 
values from a highly variable territory. While expanded 
frontal lobes are not a unique human characteristic, other 
anthropoid primates have relatively smaller frontal lobes 
than both apes and humans, suggesting that this could be 
a hominoid specialization.

In regard to human evolution, specifically, our re-
sults demonstrate the need for new directions of inves-
tigation. While the frontal lobe as a whole is not dif-
ferentially enlarged in humans, it might instead exhibit 
internal reorganization. This might be manifest at either 
the gross or the histological level. At the gross level, re-
organization can be identified in the distribution of white 

matter and gray matter across species. At the histological 
level, reorganization of the frontal lobe may be indicated 
by the presence or absence of particular cortical areas 
or by species-specific variation in their size or structural 
features. Portions of the frontal lobe also exhibit modifi-
cations in local circuitry reflected in specific cytoarchi-
tectonic patterns, as seen in areas 10 and 13. Like the 
entire frontal lobe, the relative size of the dorsal, mesial, 
and orbital sectors of the human frontal lobe do not stand 
apart from the apes. In contrast, discrete cytoarchitec-
tonic regions evidence frontal lobe reorganization. Fron-
tal polar area 10, which has dorsal and orbital compo-
nents, is increased in humans. In contrast, area 13 in the 
posterior orbitofrontal cortex is reduced. It is possible 
that anterior components of the orbitofrontal cortex have 
become more emphasized in human evolution over more 
posterior portions. Likewise, because the relative size of 
the orbitofrontal cortex is similar in humans and apes but 

Figure 32 Diagram shows major connections of the amygdala and selected nuclei discussed here. 
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area 13 is smaller in humans, the human orbitofrontal 
cortex might be more heterogeneous than the orbitofron-
tal cortex of most great apes. 

The distribution of white matter in human brains is 
consistently different from the white matter of the apes. 
This suggests that differences in connectivity might con-
tribute to human cognitive specializations. More white 
matter underlies gyral convolutions in humans than in 
other hominoids, possibly to allow for closely associated 
areas to communicate more efficiently with one another. 
Humans have more neuropil in the frontal lobe than other 
primates, indicating that more space for connectivity is 
available at the microstructural level. There is increased 
neuropil in the superficial layers (II/III) of frontal polar 
area 10, and in Broca’s areas, areas 44 and 45, as indi-
cated by the size of minicolumns and gray level index 
measurements. Such differences in neuropil might not 
be uniformly distributed across cortical layers or regions 
as the data from apes and humans cluster together else-
where in the cortex (Semendeferi et al., 2001).

Frontal lobe reorganization does not solely occur in 
humans; it also characterizes other hominoids. Like hu-
mans, bonobos have a relatively small area 13 and might 
have increased complexity in the orbitofrontal cortex 
due to an increase in the numbers of cytoarchitectoni-
cally distinct areas. In contrast, orangutans exhibit a par-
ticularly small orbital sector, which is more homogenous 
and predominantly comprises area 13. The cytoarchitec-
ture of area 13 in orangutans appears more “prefrontal” 
than limbic, though the most “prefrontal” region of the 
orbital surface, area 10, is also much smaller in orang-
utans than in other apes. It is possible that portions of the 
orangutan orbital sector have shifted toward the lateral 
surface of the frontal lobe, because the dorsal cortex is 
relatively enlarged in orangutans. Because the functions 
of the orbitofrontal cortex are vital to social cognitive 
processing, the orangutan’s smaller orbitofrontal cortex 
might reflect the species’s less gregarious social struc-
ture and might be related to a reduced emphasis on lim-
bic cortices in orangutan neuroanatomy. In the gorilla, 
area 10 is somewhat distinct from the other apes and ap-
pears to be either selectively reorganized or shifted to a 
different position in the frontal lobe. Thus, humans as 
well as several other hominoid species show differential 
increase in particular portions of the frontal lobe, despite 
the fact that measures of the whole frontal lobe are not 
relatively increased in any of the species. Contrary to 
long-standing dogma, evidence suggests that internal 
reorganization and not gross volumetric increase charac-
terizes hominid frontal lobe evolution. It appears, in fact, 
that the most extensive evolutionary expansion has not 
occurred in the human frontal lobe but in the temporal 
lobe.

Beyond the frontal cortex
Despite these new findings for the frontal cortex, 

reorganization of the whole brain appears to have oc-
curred over the course of human evolution. The human 

brain is not simply a scaled up version of an ape brain. 
At the gross level, the temporal lobe and temporal cortex 
are larger in relation to whole brain size than would be 
predicted for a primate of human brain size. From an 
evolutionary perspective, this is striking given the lack 
of a parallel increase in the frontal lobe or the primary 
visual cortex (Holloway, 1968). Unfortunately, it is dif-
ficult to conclude whether the temporal lobe is uniquely 
expanded, because there is little comparative informa-
tion about the hominoid parietal lobe. Nevertheless, our 
preliminary unpublished observations on the size and 
morphology of the parietal lobes in apes and humans 
support Holloway’s (1968) conclusions favoring a dif-
ferential expansion and reorganization of the inferior 
parietal lobule.

Within the temporal lobe, the amygdala exhibits 
intrinsic reorganization which appears to reflect the re-
organization occurring in the whole brain. This pattern 
of coordinated change may indicate the influence of 
evolutionary pressures on specific networks, suggesting 
mosaic evolution (Barton, et al., 2003; Barton and Har-
vey, 2000). The basolateral division of the amygdala has 
expanded over the course of primate evolution, and this 
is probably due to its strong connective relationship with 
the particularly enlarged primate isocortex (Stephan and 
Andy, 1977; Stephen, et al., 1987). In contrast, the more 
conserved amygdaloid nuclei, which lie outside of the 
basolateral division, are interconnected with more con-
served brainstem and olfactory regions. Strikingly, we 
found that humans are distinguished by an intrinsic re-
organization of the basolateral division. This finding is 
consistent with our initial impressions that isocortical 
increases drive volumetric increases in the basolateral 
division of the amygdala. The ape basolateral division 
is characterized by a large basal nucleus followed in size 
by the lateral nucleus and the accessory basal nucleus, 
respectively. This organization is similar to the organiza-
tion of the basolateral division of macaque monkeys. In 
humans the basolateral division is comparatively reor-
ganized. The lateral nucleus is largest, followed in size 
by the basal and accessory basal nuclei, respectively. 
The three nuclei that constitute the basolateral division 
have distinct connections with specific portions of the 
isocortex. While the basal and accessory basal nuclei 
have a stronger connective relationship with the orbito-
frontal cortex, the lateral nucleus shares the majority of 
its connections with the enlarged human temporal lobe 
(Stefanacci and Amaral, 2002). Both the temporal lobe 
and the lateral nucleus are enlarged in humans, while nu-
clei connected to regions that are not disproportionately 
enlarged in humans are not enlarged. As such, evolution-
ary mosaics present at gross levels of the human brain 
are reflected in the organization of the basolateral nuclei. 
This finding provides intriguing evidence that evolution 
might be acting upon neural systems rather than discrete 
structures yielding neuroanatomical mosaics.

While none of the ape specimens exhibited basolat-
eral reorganization, there were some exceptional volu-
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metric differences among the apes. Orangutans have a 
smaller total amygdala and a smaller basolateral divi-
sion than the other great apes (Barger, et al. 2007). The 
basal and accessory basal nuclei are smaller than those 
of the other great apes, and the accessory basal nucleus 
is smaller than predicted for a hominoid of orangutan 
brain size. The basal and accessory basal nuclei are more 
connected to the orbitofrontal cortex than the lateral nu-
cleus (Carmichael and Price, 1995; Stefanacci and Ama-
ral, 2002), which is also smaller in orangutans. Given 
that these regions are limbic in nature, it is likely that 
limbic structures have been deemphasized in orangutan 
evolution.

In the inverse of the human pattern, the gorilla has 
a particularly small lateral nucleus relative to the other 
great apes and also has the smallest temporal lobe of 
the apes (Semendeferi and Damasio, 2000; Rilling and 
Seligman, 2002). The gorilla’s smaller lateral nucleus 
is associated with a larger accessory basal nucleus. Be-
cause the accessory basal nucleus shares strong connec-
tions with both the orbitofrontal cortex and the superior 
temporal gyrus (Stefanacci and Amaral, 2002), it is more 
difficult to resolve the issue of whether connectivity in-
fluences volume. While the temporal lobe is smaller in 
gorillas, the superior temporal gyrus is not similarly re-
duced (Rilling and Seligman, 2002). Thus, the superior 
temporal gyrus might be larger than expected based on 
overall temporal volume in gorillas. Similarly, the orbi-
tofrontal cortex is only slightly larger in gorillas com-
pared to other apes (Semendeferi et al., 1997), but por-
tions of the orbitofrontal cortex contain a greater number 
of neurons than other apes (Semendeferi et al., 1998), 
indicating that there may be more information transfer 
between the orbitofrontal cortex and other portions of 
the brain such as the accessory basal nucleus. The amyg-
dala has not only been reorganized over the course of 
hominid and hominoid evolution, but it also reflects 
other reorganizational events in functionally related por-
tions of the brain. 

Functional implications and  
neuroecological considerations 

The results of the new body of comparative research 
presented here challenge long held theories about which 
cognitive properties drive human brain evolution. Lim-
bic structures, traditionally held to be conserved, show 
evolutionary change in the human brain, while regions 
that subserve many higher-order cognitive functions, 
such as the frontal lobe, have not enlarged as a whole. 
Likewise, neither the frontal cortex nor the amygdala is 
disproportionately represented in the hominoid brain, al-
though they might be expected to be larger or smaller in 
humans, respectively, due to their functional properties. 
Instead, there appears to be a species-specific reorgani-
zation of their circuitry, and our data suggest that these 
regions have evolved in a mosaic fashion. 

Within the human frontal lobe, the increased size 
of area 10 (the frontal pole) and decreased size of area 

13 (orbitofrontal limbic cortex) suggest an increased 
emphasis on executive functions. This reorganization 
supports previous hypotheses about human brain evolu-
tion, which predict human differences in portions of the 
brain that control executive functions. At the same time, 
however, a considerable portion of area 10 comprises the 
orbitofrontal cortex, which is complex, heterogeneous, 
and is characterized as limbic cortex. In humans, limbic 
cortices are not reduced appreciably in size in relation to 
the apes. This finding suggests that regions long associ-
ated with emotional processing are not diminished in hu-
mans. Furthermore, available data suggest that the size 
of the prefrontal sector, involved in higher order cogni-
tive functions, may not be as large in humans as once 
thought. It is difficult to assess the importance of pre-
frontal cortex-mediated functions in human brain evolu-
tion because little histological data is available for the 
areas contained within the prefrontal cortex, although 
the results suggest that the story is more complex than 
previously envisioned. The available evidence indicates 
that the frontal lobe may have played a key role in homi-
noid brain evolution, while playing a supporting one in 
hominid evolution. 

Our data suggest that volumetric increase or reor-
ganization of specific neural areas (Semendeferi et al., 
1998, 2001) are associated with concomitant changes 
in heavily interconnected areas (Barger, et al., 2007), 
and that these mosaic changes occur in specific neu-
ral systems. Specifically, portions of the brain that are 
critical for complex social behavior, such as the limbic 
frontal cortex and amygdaloid nuclei, show volumetric 
increase, reorganization, or both. Studies of social cog-
nition among primates (DeWaal and Aureli, 1996; Ing-
manson, 1996; Byrne, 1996; Van Schaik and Van Hooff, 
1996) emphasize species-specific patterns in how indi-
viduals deal with conspecifics and the importance of this 
behavior for survival and reproduction. In humans, dam-
age to the orbital and mesial frontal sector, i.e., the lim-
bic frontal cortex, is associated with a variety of deficits 
in social behavior (Damasio, 1994). While orbitofrontal 
lesions do not necessarily impair basic cognitive abili-
ties such as memory, attention, and language (Stuss and 
Benson, 1984; Damasio, 1994), the ability to learn social 
rules and engage in socially affiliative behaviors can be 
diminished. Numerous analyses suggest a connection 
between the orbitofrontal cortex and the evaluation of 
social context based on emotional reinforcers (Bechara 
et al., 2000; Northoff et al., 2000; Rolls, 2000; Schoen-
baum and Setlow, 2001). An extensive body of neuro-
imaging research has linked both orbitofrontal cortical 
activation and amygdala activation with social appraisal 
processes (Emery, 2000; Emery and Amaral, 2000). Nor-
mal frontal lobe and amygdala development and func-
tion are compromised in autism, which is predominantly 
characterized by impaired socioemotional behavior. In 
autism, the frontal lobe and amygdala show abnormal 
overgrowth during early development (Schumann et al., 
2004; Carper and Courchesne, 2005). It is striking that 
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these regions are all targeted in human evolution, sug-
gesting that systems that influence social behavior are 
under selective pressure. Area FI has also been associ-
ated with socioemotional processing and it is tempting 
to view the unique cell types (spindle cells) found in this 
region as adaptations related to social processing. While 
the entire temporal lobe is not a dedicated social brain 
“module”, it is considerably entrenched in the process-
ing of species-specific visual and auditory information 
and in encoding the identity of conspecifics (Kircher et 
al., 2001; Mishkin et al., 1983; Frith and Frith, 1999). 
The temporal polar region has also long been hypoth-
esized to be an essential component of the neural sys-
tem subserving primate social behavior in association 
with the orbitofrontal cortex and amygdala (Brothers, 
1990). Neurons in the superior temporal gyrus respond 
to species-specific vocalizations, and portions of the su-
perior temporal sulcus are involved in processing facial 
gestures. Visual information about conspecifics flows 
through the inferior temporal sulcus through the “what/
who” pathway, conveying information about the identity 
of a stimulus, and complex multimodal social informa-
tion is processed in the temporal polar region (Brothers, 
1990). Further, Rilling and Seligman (2002) point to 
the temporal lobe’s extensive role in language process-
ing and suggest that the human temporal lobe increase 
reflects this particular social communicative adaptation. 

From this perspective, our orangutan findings are 
particularly relevant because orangutans are the only 
semi-solitary ape (Delgado and van Schaik, 2000). Both 
of the structures that are most reduced in orangutans, the 
orbitofrontal cortex and the amygdala, are limbic struc-
tures that have long been considered central components 
of the neural system subserving primate social behavior 
(Adolphs, 1999; Brothers, 1990). Our neuroanatomical 
findings give rise to behavioral predictions that can be 
tested by comparative studies of socioemotional differ-
ences across ape species. Although to date such studies 
are rare, one relevant case found that orangutans behave 
less impulsively than chimpanzees in a numerical ordi-
nation task that required them to evaluate edible stimuli 
(Shumaker et al., 2001). The authors suggested that this 
difference is related to reduced feeding competition in the 
orangutan’s social environment compared to the chim-
panzee. While orangutans are gregarious and share close 
bonds with group mates in rehabilitation centers (Rus-
son, 2000, 2002), the high costs of feeding competition 
in the wild keeps party sizes small, averaging around two 
individuals per party (Delgado and van Schaik, 2000). 
Increased emphasis on limbic components such as the 
orbitofrontal cortex and amygdala might be necessary 
in situations where competition is high, and less so for 
situations involving reduced competition. In support of 
this idea, amygdala volume is actually increased in early 
autism. An enlarged amygdala might account for the in-
creased social anxiety experienced by autistic children 
(Schumann et al., 2004). It is possible that less impulsiv-
ity or reduced anxiety about the behavior of conspecifics 

might be adaptive for a solitary great ape species, given 
that social learning plays a critical role in hominoid de-
velopment and the opportunities to do so would be re-
duced in a solitary species. 

Our accumulated neuroanatomical findings provide 
support for the idea that even though most brain compo-
nents enlarge in a lawful manner across species of vari-
ous brain sizes, selected neural systems have been reor-
ganized in a mosaic fashion in ways that might reflect 
the evolutionary socioecology of each species. While ad-
dressing hypotheses about human brain evolution such 
as the theory of neural reorganization put forth by Hol-
loway, this research also has implications for emerging 
fields such as neuroecology, which attempts to connect 
the neural substrates of behavior with species-specific 
socioecological adaptations. In some ways, Holloway’s 
ideas on reorganization were a prelude to neuroecology, 
and our data suggest that both perspectives may serve as 
useful frameworks for the study of human brain evolu-
tion. Although further empirical investigations are nec-
essary to fully test his early predictions, a considerable 
amount of information is fast accruing in favor of Hol-
loway’s pioneering ideas about primate brain evolution 
made almost a half a century ago.
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CHAPTER 10 
 
SEARCHing foR HumAn BRAin 
SPECiAlizATionS wiTH STRuCTuRAl 
And funCTionAl nEuRoimAging

JAmES K. Rilling

ABSTRACT

The comparative study of living primate brains is 
one method for elucidating the neurobiological changes 
that evolved to support human cognitive specializations. 
We have been using non-invasive neuroimaging to com-
pare brain structure and function in humans, chimpan-
zees and rhesus macaques. Specifically, we have used 
diffusion tensor imaging (DTI) to compare the size and 
trajectory of the arcuate fasciculus fiber tract to provide 
insights into the evolution of the neural substrates sup-
porting human language. Results suggest that the human 
arcuate fasiculus is considerably larger and has more 
widespread projections to both temporal and frontal cor-
tex than the arcuate fasiculus of either chimpanzees or 
macaques. We have also used [18F]-fluorodeoxyglucose 
Positron Emission Tomography (PET) imaging to com-
pare resting brain glucose metabolism in humans and 
chimpanzees in order to shed light on resting state cog-
nition in the two species. Results show that like humans, 
chimpanzees show high levels of activity in a network 
of areas implicated in mental self-projection. Humans, 
but not chimpanzees, also show strongly left-lateralized 
activity in cortical areas involved in language and con-
ceptual processing. These results imply both similarity 
and difference in resting state cognition between the two 
species.  Comparative primate neuroimaging is one of 
many available tools that will help us to flesh out the 
specifics of Professor Holloway’s early recognition that 
brain reorganization was a critical component of the evo-
lution of the human brain and mind. 

inTRoduCTion

Ralph Holloway was instrumental in demonstrat-
ing that hominin cranial capacity approximately tripled 
in size over the past 3 million years (Holloway 1970; 
Holloway 1973; Holloway 2000; Holloway et al. 2008). 
This fact is undoubtedly of importance in explaining the 
evolution of human intelligence. However, from very 
early in his career, Holloway emphasized that human 
evolution was also characterized by fundamental reor-
ganization of the brain (Holloway 1968). That is, the hu-
man brain is not just a scaled up version of an ape brain, 
rather it is qualitatively different. To support this claim, 
he pointed to evidence that human microcephalics with 
chimpanzee sized brains were capable of behavior pat-
terns that were often more human-like than pongid-like. 
He also famously observed that the anterior border of 
primary visual cortex (as estimated by the lunate sulcus) 
was in a human-like as opposed to a chimpanzee-like 
position in early australopithecine endocasts that had 
cranial capacities comparable to living chimpanzees 
(Holloway 1983; Holloway 1985; Holloway et al. 2003; 
Holloway and Kimbel 1986).  Thus, reorganization ap-
peared to have preceeded large scale encephalization 
in the hominin lineage. Finally, he turned to the com-
parative study of human and living non-human primate 
brains for indirect evidence of brain reorganization. For 
example, he showed that human primary visual cortex is 
significantly smaller than one would expect for a typi-
cal primate of human brain size (Holloway 1992). This 
raised the possibility that the adjacent posterior parietal 
association cortex enlarged disproportionately in hu-
man evolution, a prediction that has received support 
in subsequent research (Orban et al. 2006; Orban et al. 
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2004). The comparative study of living brains enables 
researchers to investigate the evolution of a wide variety 
of neurobiological traits that are not preserved in the fos-
sil record, and has the potential to dramatically expand 
our knowledge of human brain evolution. 

In our own work, we are using non-invasive neu-
roimaging techniques to compare brain structure and 
function in humans and non-human primates. We par-
ticularly emphasize the human-chimpanzee comparison, 
given that chimpanzees are our closest living primate 
relative and that, without chimpanzee data, it is not pos-
sible to make inferences about human brain specializa-
tions or human brain evolution.  In this paper, we will 
discuss two of our most recent comparative neuroimag-
ing studies. The first uses diffusion tensor imaging (DTI) 
to investigate the evolution of the neural substrates sup-
porting language by comparing white matter fiber tracts 
involved in human language with their homologues in 
chimpanzees and rhesus macaques. The second uses 
Positron Emission Tomography (PET) imaging to in-
vestigate the evolution of resting-state cognition by 
comparing resting state brain activity in humans and 
chimpanzees. 

EvoluTion of THE nEuRAl SuBSTRATES 
SuPPoRTing lAnguAgE

Among the most distinguishing features of the hu-
man species is our capacity for language. How and why 
language evolved in humans is one of the greatest mys-
teries in anthropology. The human brain must have been 
significantly modified to support this highly specialized 
and complex skill.

How does the human brain process and produce lan-
guage? The classic model, as summarized by Geschwind 
(Geschwind 1970), postulates that there is a region of 
cerebral cortex in the left posterior superior temporal 
gyrus, Wernicke’s area, that is responsible for speech 
comprehension, and a region in the left inferior frontal 
cortex, Broca’s area, that is responsible for speech pro-
duction (figure 1). Broca’s area encompasses two gyri, 
pars opercularis (BA 44) posteriorly and pars triangula-
ris (BA 45) anteriorly. The model further postulates that 
Wernicke’s and Broca’s areas are linked by a white mat-
ter fiber tract known as the arcuate fasciculus that origi-
nates in Wernicke’s area and curves around the sylvian 
fissure to project to Broca’s area. The putative function 
of this tract is to convey information from Wernicke’s to 
Broca’s area, for example during the repetition of spoken 
language. 

However, recent evidence from functional neuro-
imaging studies as well as from brain damaged patients 
suggests that cortical areas involved in language extend 
well beyond Wernicke’s and Broca’s areas. For example, 
virtually the entire surface of the left temporal lobe is in-
volved in either phonetic or lexical-semantic processing 
(Damasio et al. 1996; Hickok and Poeppel 2004; Price 
2000; Sakai 2005; Vigneau et al. 2006). Still, Wernicke’s 

and Broca’s areas remain critical nodes in the network 
supporting language, so we might ask whether there is 
evidence that homologues of these brain regions exist 
in non-human primates. Indeed, based on location, cy-
toarchitecture and shared non-linguistic functional prop-
erties, putative homologues to Wernicke’s and Broca’s 
areas have been identified in macaques (Preuss 2004) 
(figure 2). But are Wernicke’s and Broca’s homologues 
connected in non-human primates as they are in hu-
mans? Studies using neuronal tracer injections suggest 
that the arcuate fasciculus of macaque monkeys links 
posterior STG (Wernicke’s area homologue) with pos-
terior dorsolateral prefrontal cortex, rather than Broca’s 
area homologue in the inferior frontal cortex (Petrides 
and Pandya 2002) (figure 3). These findings suggest that 
there may be differences in the trajectory of the arcuate 
fasciculus between humans and macaques. However, the 
arcuate fasciculus has not yet been compared in humans 
and nonhuman primates using the same method. More-
over, the it has not been explored in our closest living 
primate relative, the chimpanzee. 

The recent advent of diffusion tensor imaging 
(DTI), which can track white-matter pathways nonin-
vasively, makes it possible to compare patterns of con-
nectivity in humans and non-human primates. Although 
standard MRI protocols can image white matter, they do 
not permit identification of specific fiber tracts within 
white matter. DTI, however, enables tracking and identi-
fication of fiber pathways (Basser and Jones 2002; Mori 
and Van Zijl 2002). DTI measures the direction and mag-
nitude of water diffusion in brain tissue. Within white 
matter, water will preferentially diffuse parallel to axons 
that compose fiber tracts because the myelin that coats 
the axons is hydrophobic and restricts diffusion perpen-
dicular to the direction of the axon. Thus, in white mat-
ter, water diffusion is highly directional. On the other 
hand, in gray matter, diffusion is less restricted. For each 

Figure 1: Classic model of human brain language 
processing as proposed by Geschwind 
(1970). PAC = primary auditory cortex, W = 
Wernicke’s area, B = Broca’s area.
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Figure 2: Wernicke’s and Broca’s areas in humans (left) and their putative homologues in macaques (right).  From 
figure 5 (p.212) in: Galabdura AM, and Pandya DN. 1982. Role of architectonics and connections in the study 
of primate brain evolution. In: Falk EAaD, editor. Primate Brain Evolution: Methods and Concepts. New York: 
Plenum Press. p 203-216. 

Figure 3: Trajectory of macaque arcuate fasciculus 
based on neuronal tracer study. From figure 
3-8 (p.38) in: Petrides M, and Pandya DN. 
2002. Association pathways of the prefrontal 
cortex and functional observations. In: Stuss 
DT, and Knight RT, editors. Principles of 
Frontal Lobe Function. New York: Oxford 
University Press. p 31-50.

Figure 4: Reconstruction of arcuate fasciculus in human 
brain using diffusion tensor imaging (DTI) and 
a deterministic tractography algorithm. Green 
portion of the tract terminates in the superior 
temporal gyrus. The red portion terminates 
in the middle and inferior temporal gyri, as 
well as the angular gyrus. A mid-sagittal non 
diffusion-weighted image is shown in the 
background.  

brain voxel of an image, a diffusion tensor can be calcu-
lated that describes the direction and magnitude of wa-
ter diffusion. Tractography algorithms can then use the 
information from these diffusion tensors to reconstruct 
fiber tracts in the brain (figure 4) (Basser and Jones 2002; 
Behrens et al. 2003; Mori and Van Zijl 2002).

We acquired DTI brain scans from human, chim-
panzee and rhesus macaque brains in order to compare 
the size and trajectory of the arcuate fasciculus across 
these three species using the same method (Rilling et al. 
2008). Specifically, scans were acquired from ten live 
human subjects, three postmortem chimpanzee brains, 
one live chimpanzee subject, two postmortem macaque 
brains and one live macaque subject. Protocol param-
eters for each scan are listed in table 1. 

The principal direction of water diffusion in each 
voxel of a diffusion tensor image can be represented 
with colors (figure 5). Typically, red, green and blue are 
used to represent diffusion in the x (medial-lateral), y 
(anterior-posterior) and z (superior-inferior) directions, 
respectively. Therefore, for example, voxels in the cor-
pus callosum that carry fibers passing from one cere-
bral hemisphere to the other through the midline of the 
brain, are colored red. On the other hand, voxels in the 
posterior limb of the internal capsule, that carry fibers 
projecting from motor cortex to the spinal cord, are col-
ored blue. The arcuate fasiculus is one of the largest fiber 
tracts in the human brain and can be easily visualized 
in parasagittal sections of a principle diffusion direc-
tion color map. The dorsal portion of the arcuate, which 
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travels in an anterior-posterior direction, as indicated by 
its green color, transitions into blue where the pathway 
descends into the temporal lobe, and turns green again 
as it moves anteriorly in the temporal lobe. This is the 
situation in the human brain. However, in chimpanzees, 
a small region of red (medio-laterally directed fibers) in-
terrupts the transition from green to blue in the hook of 
the arcuate. In macaques, the red area is considerably 
expanded, and the color map in the region of the arcuate 
bears little resemblance to human or chimpanzee color 
maps. Thus, only in the human brain is a continuous un-
interrupted arcuate pathway evident in the color map of 
the principal diffusion direction. It is possible, however, 
that in chimpanzees, at least, the arcuate actually does 
pass into the temporal lobe, but that this pathway is not 
the dominant pathway in the region of the hook of the ar-
cuate. Standard tractography algorithms, which consider 
only the principal diffusion direction, cannot follow it 
through a region where it intermingles with a larger, 
medio-laterally oriented pathway. For this reason, we 
utilized a newly developed algorithm designed to track 
through crossing fibers by also considering the second-
ary diffusion direction (Behrens et al. 2007).  

We used this technique to track the arcuate fascicu-
lus along with two additional pathways that convey fi-
bers between frontal and parietal-temporal cortex, the 
superior longitudinal fasciculus and the extreme capsule. 
These pathways can be clearly identified in a coronal 
section through the color map at the level of the precen-
tral sulcus (figure 6a). In all three species, we tracked 
between a coronal region of interest (ROI) that encom-
passed these three pathways and an ROI in the white 
matter underlying the superior, middle and inferior tem-
poral gyri, as well as the inferior parietal lobule (figure 
6b). 

Below, we first describe the tractography results, 
and then interpret them and discuss their significance.

Tractography Results (see figure 7 and 8)
Macaque tractography revealed posterior termina-

tions in posterior superior temporal gyrus (STG, 22) and 
anterior inferior parietal cortex (area 7a). Anteriorly, ter-
minations were found in the frontal operculum, insular 
cortex and the inferolateral margin of the frontal lobe 
(area 6), including the extreme ventral aspects of areas 
44 and 45 in the arcuate sulcus (figure 7). The pathway 
of highest probability ran deep to the insula in the vicin-
ity of the extreme capsule and projects most strongly to 
area 45. Weaker pathways ran both dorsal and lateral to 
the insula (figure 8). The dorsal pathway was in the loca-
tion of SLFII and the arcuate fasciculus, and the lateral 
pathway was in the location of SLFIII (Petrides and Pan-
dya 2006). Thus, these DTI results are compatible with 
tracer studies that found extreme capsule projections 
from posterior superior temporal gyrus to area 45 and 
SLFIII projections from area PF to area 44 (Petrides and 
Pandya 2002), as well as a DTI study showing that the 
extreme capsule and SLF pathways projected with high-

est probability to areas 45 and 44, respectively (Croxson 
et al. 2005). Tractography also revealed projections to 
dorsolateral prefrontal cortex (DLPFC), but terminations 
are only observed with lower thresholds (see methods).

Chimpanzee tractography revealed posterior termi-
nations in the posterior superior temporal gyrus (STG, 
22), the supramarginal gyrus (SMG, 40) and the angu-
lar gyrus (AG, 39), with minimal connectivity to the 
superior temporal sulcus and the middle temporal gy-
rus (MTG). Anteriorly, the pathway projected with high 
probability to the inferolateral margin of the frontal lobe 
(ventral 6, 44), extending into the ventral most aspect of 
pars opercularis (possible 44) and the cortex just rostral 
to the fronto-orbital sulcus (possible 44 or 45) (Sher-
wood et al. 2003).  Connections also reached dorsolat-
eral prefrontal and dorsal premotor cortex, specifically 
the superior (6) and middle frontal gyri (8, 46) (figure 7). 
Terminations were also found in insular cortex as well as 
the frontal operculum. In contrast to macaques, the path-
way that runs dorsal to the insula is stronger than the ex-
treme capsule pathway running deep to the insula (figure 
8). In chimpanzees, this dorsal pathway was dominated 
by connections with the inferior parietal lobe, including 
both SMG and AG. 

In humans, tractography results revealed posterior 
terminations in posterior superior temporal gyrus (STG, 
BA 22), middle temporal gyrus (MTG, BA 21 and 37), in-
ferior temporal gyrus (ITG, BA 20), as well as the angular 
(BA 39) and supramarginal gyri (BA 40) of the parietal 
lobe. Anteriorly, the pathways reached the insular cortex, 
frontal operculum, pars opercularis (BA 44), pars trian-
gularis (BA 45), pars orbitalis (BA 47) and the inferior 
frontal gyrus (BA 46 and 10) rostral to pars triangularis 
(figure 7). There was also a small projection to dorsolat-
eral prefrontal cortex, dorsal to the inferior frontal sul-
cus. As with chimps, the dorsal pathway is dominant to 
the extreme capsule pathway, but in humans the tempo-
ral projections from the arcuate fasciculus make a much 
greater contribution to the dorsal pathway (figure 8).

Two noteworthy asymmetries were observed in hu-
mans. Angular gyrus terminations were stronger in the 
right hemisphere, whereas temporal lobe terminations 
were stronger and more widespread in the left hemi-
sphere, particularly within the middle temporal gyrus 
(figure 7).  Limited sample sizes in chimpanzees and 
macaques preclude conclusions about the presence or 
absence of asymmetries in these species.

Our results show that in macaques, the strongest 
link between auditory cortex in the STG and frontal 
cortex is via the more ventral extreme capsule pathway. 
This pathway has been implicated in auditory object 
recognition, analogous to the role of the ventral visual 
stream in visual object recognition (Petrides and Pandya 
2002; Romanski et al. 1999). Thus, the pathway may be 
involved in processing the identity of an object based on 
its sound, and it is particularly relevant that cells in area 
45, where the pathway terminates, respond to monkey 
vocalizations (Romanski et al. 2005). This pathway may 
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be involved in identifying a caller.  
Relative to macaques, chimpanzees have a much 

stronger dorsal pathway that projects with high prob-
ability to the inferior parietal lobe. This pathway likely 
includes SLFII and SLFIII. Although the function of 
this pathway has not been investigated in chimpanzees, 
it is of interest that in humans, a network consisting 
of inferior parietal and inferior frontal cortices is in-
volved in self-recognition and self-awareness, as well 
as action understanding through simulation (Uddin et 
al. 2005). The strong dorsal pathway of chimpanzees 
could therefore provide part of the substrate of mirror 
self-recognition, a capacity they share with humans but 
not macaques(Gallup 1970; Povinelli et al. 1997). Given 
the pathway’s role in understanding the actions of oth-
ers, perhaps via simulation, it might also help to explain 
the greater sophistication of chimpanzee social cognition 
compared with macaques.

Humans differ from chimpanzees and macaques 

in having much stronger terminations posteriorly in the 
middle temporal gyrus, as well as stronger terminations 
anteriorly in pars opercularis and pars triangularis, par-
ticularly in their more dorsal aspects. Also, in humans 
terminations extend further anteriorly into BA 46 and 
even area 10. Humans also differ in having terminations 
in pars orbitalis (BA 47). What are the specific functions 
of these regions of expanded connectivity in humans? 
Substantial evidence indicates that the middle tempo-
ral and angular gyri are involved in lexical-semantic 
processing (Price 2000), and that pars triangularis (BA 
45) and pars orbitalis (BA 47) are involved in syntactic 
processes of sentence comprehension (Sakai 2005). To 
explore whether these two regions involved in higher 
aspects of linguistic processing were specifically con-
nected with one another, we quantified the probability 
of connectivity between MTG/AG and pars opercularis 
(BA 44) on the one hand, and between MTG/AG and 
pars triangularis and orbitalis combined (BA 45 and 47) 

Figure 5: DTI color maps of the principle diffusion direction in humans, chimpanzees and rhesus macaques. 
Parasagittal sections through the arcuate fasciculus are shown for all three species.
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humans (Avants et al. 2006; Brodmann 1912; Deacon 
1997; Passingham 1973; Preuss 2004; Rilling and Insel 
1999; Schoenemann et al. 2005; Semendeferi et al. 2002; 
Sherwood et al. 2005), again particularly in the gyral 
white matter (Schenker et al. 2005). 

In humans, angular gyrus terminations were found 
to be stronger in the right hemisphere, an asymmetry that 
could relate to right hemispheric specialization for self-
recognition (Uddin et al. 2005), theory of mind (Saxe 
and Wexler 2005), or visuospatial attention (Mort et al. 
2003). Humans also exhibited a leftward asymmetry 
in the connection probability and spatial extent of ter-
minations in the middle temporal gyrus. This result is 
consistent with functional imaging evidence suggesting 
that lexical-semantic processing is lateralized to the left 
middle temporal and angular gyri (Price 2000), and with 
previous studies reporting leftward asymmetries in the 
human arcuate fasciculus as a whole (Glasser and Rilling 
2008; Nucifora et al. 2005; Powell et al. 2006).

Thus, we observe human-specific differences within 
brain regions involved in the two domains of language 
believed to distinguish humans from non-human pri-
mates: symbolic(Deacon 1997) and syntactic (Hauser 
et al. 2002; Pinker 2000) processing. These significant 
modifications within language-related cortex challenge 
earlier suggestions that human language evolved as 
an incidental by-product of selection for general brain 
size enlargement (Gould 1991), instead suggesting that 
lexical-semantic and syntactic processing were specific 

on the other hand. In both hemispheres, MTG/AG had a 
higher probability of connectivity with pars triangularis 
and pars orbitalis, suggesting that the expanded pathway 
in humans supports the transmission of lexical-semantic 
information stored in MTG/AG to pars triangularis for 
sentence comprehension. Thus, in contrast to macaques 
in which the predominant pathway from auditory re-
sponsive cortex in the temporal lobes to the frontal lobe 
travels ventrally and conveys information about object 
identity, in humans the predominant pathway travels 
dorsally via the arcuate fasciculus and conveys informa-
tion about the conceptual and semantic meaning of what 
is heard. 

This observation of an expanded projection from 
MTG/AG to lateral inferior frontal cortex in humans 
is consistent with other comparative evidence. Human 
temporal lobes are significantly larger than predicted 
for a primate of human brain size, and the difference is 
most pronounced within the white matter of the tempo-
ral lobes (Rilling and Seligman 2002), particularly the 
gyral white matter as opposed to the core white matter 
(Schenker et al. 2005). Furthermore, visual cortical areas 
in humans are in a more posterior and ventral location 
compared with visual cortical areas in macaques, per-
haps to accommodate expansion of language cortex on 
the lateral surface of the left temporal lobe (Orban et al. 
2004; Preuss 2004; Ungerleider et al. 1998). Although 
there is some debate, considerable evidence also sug-
gests that prefrontal cortex is disproportionately large in 

Figure 6: Tractography method for a human brain, illustrating a) anterior coronal ROI, with (right) and without (left) 
mask, b) parasagittal section showing posterior ROI in white matter of temporal and parietal lobes (blue), 
along with anterior ROI (yellow). Probabilistic tractography was used to track between these two ROIs in each 
scan for each species.

Species Status sequence 
b 
value 

diff. 
directions 

#  
averages duration voxel size 

Human in vivo EPI 1000 60 3 45 minutes 2.0 isotropic 
Chimpanzee in vivo segmented EPI 1000 60 5 115 minutes 1.5 isotropic 
Chimpanzee post-mortem spin echo 4500 60 2 24 hours 1.5 isotropic 
Macaque in vivo segmented EPI 1000 30 4 32 minutes 1.5 isotropic 
Macaque post-mortem spin echo 2000 60 3 72 hours 0.55 isotropic 

Table 1
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targets of natural selection. 

ComPARiSon of RESTing STATE BRAin 
ACTiviTy in HumAnS And CHimPAnzEES

One of the remarkable aspects of human cognition is 
our ability to mentally project ourselves into other times 
and places so that we are not limited to thinking about 
the immediate here and now (Buckner and Carroll 2007; 
Tulving 2005). In other words, we can simulate alterna-
tive worlds that are separate from the one being directly 
experienced. We can project ourselves into the past to re-
member things that have happened to us, into the future 
to formulate and rehearse plans, and even into the mind 
of others to understand their mental states (Buckner and 
Carroll 2007). How do they feel? What do they know? 

Experimental evidence suggests that chimpanzees 
may also be capable of some degree of mental self-
projection. For example, a capacity to project into the 

future is suggested by the fact that they will transport 
tools for future use (Mulcahy and Call 2006). However, 
others have argued that the ability to mentally travel into 
the past and future is unique to humans (Suddendorf and 
Corballis 1997; Tulving 2005). There has also been con-
siderable debate as to whether chimpanzees can under-
stand the mental states of others. Anecdotal evidence of 
deception in field studies raises the possibility that they 
can (Byrne and Whiten 1992); however, this has been 
difficult to definitively demonstrate in experimentally 
controlled laboratory studies (compare, e.g., (Hare et al. 
2006; Povinelli et al. 2000)). 

In humans, each of these forms of self-projection, 
remembering, prospection and theory of mind, seems to 
rely on a common neural network, consisting of medial 
prefrontal cortex as well as medial and lateral parietal 
cortex, and in many cases the hippocampus (figure 8). 
Interestingly, a very similar network, known as the de-
fault mode network, is tonically active at rest, that is, 

Figure 7: Tractography results. a) Average results for humans, chimpanzees and rhesus macaques, b) schematic 
summary of results. abSF, ascending branch of the Sylvian fissure; AOS, anterior occipital sulcus; AS, arcuate 
sulcus; CS, central sulcus; FOS, fronto-orbital sulcus; hbSF, horizontal branch of the Sylvian fissure; IFS, 
inferior frontal sulcus; IPS, intraparietal sulcus; ITS, inferior temporal sulcus; LCaS, lateral calcarine sulcus; 
LuS, lunate sulcus; PoCS, postcentral sulcus; PrCS, precentral sulcus; PS, principal sulcus; SF, Sylvian 
fissure; SFS, superior frontal sulcus; STS, superior temporal sulcus. From figure 2 in Rilling JK, Glasser MF, 
Preuss TM, Ma X, Zhao T, Hu X, and Behrens TE. 2008. The evolution of the arcuate fasciculus revealed with 
comparative DTI. Nat Neurosci 11(4):426-428.
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Figure 8: Two-dimensional tractography results. Coronal (a) and axial (b) sections from an individual human, 
chimpanzee and macaque, illustrating the relative strength of the dorsal and ventral pathways. SLFII and 
SLFIII, superior longitudinal fasciculus II and III. From figure 3 in Rilling JK, Glasser MF, Preuss TM, Ma X, 
Zhao T, Hu X, and Behrens TE. 2008. The evolution of the arcuate fasciculus revealed with comparative DTI. 
Nat Neurosci 11(4):426-428.

when subjects are lying awake in the scanner, but are not 
engaged in an attention demanding tasks. This observa-
tion suggests that people may engage in mental self-pro-
jection when resting (Buckner and Carroll 2007). Con-
sistent with this hypothesis, subject self-reports suggest 
that much of this time is spent reflecting on past social 
interactions and planning or rehearsing future social in-
teractions (Andreasen et al. 1995; Christoff et al. 2004; 
Ingvar 1979). These mental exercises may prove useful 
in clarifying the meaning of past interactions and prac-
ticing pending future interactions so they can be exer-
cised more skillfully. Planning in the non-social domain 
would be similarly adaptive, for example, planning to 
save or store currently available food and water so that 
it can be used to survive a future drought. These abilities 
may be fundamental to the current and past success of 
our species.

To shed light on the question of whether chimpan-
zees are capable of mental self-projection, we used func-
tional neuroimaging to define resting state brain activity 
in chimpanzees, and we compare these results with those 
of a human sample. 

For this study, we used [18F]-fluorodeoxyglucose 
PET  ([18F]-FDG PET) imaging, which makes it possible 
to image resting state brain activity in awake subjects 
outside the scanner. Adult humans (n=8) and adult chim-
panzees (n=5) received a dose of [18F]-FDG, a radioac-
tively-labeled, chemically modified glucose molecule. 
After entering the bloodstream, [18F]-FDG accumulates 
and becomes trapped in neurons at a rate proportional 
to their glucose metabolic rate (Phelps and Mazziotta 
1985). During this extended period of cellular [18F]-FDG 
uptake (~45 minutes in humans and 75 minutes in chim-
panzees), human subjects rested quietly by themselves 
in a private room adjacent to the PET scanner, and chim-
panzee subjects rested quietly in their home cages. Chim-
panzee subjects were dosed in the late morning hours 
when they typically interact minimally with either their 
cagemates or the animal care staff. After the uptake pe-
riod, subjects received a PET scan to image the distribu-
tion of [18F]-FDG in the brain. Variation across the brain 
in the resulting image results from regional differences 
in glucose metabolism during the period of [18F]-FDG 
uptake. Human subjects were scanned awake, whereas 
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humans, this included the classic default-mode regions, 
including dorsomedial prefrontal cortex, and medial and 
lateral parietal cortex. Humans also showed strongly 
left-laterlalized activity in lateral frontal, temporal and 
parietal cortices, as well as in several subcortical struc-
tures, including the striatum and thalamus. Finally, there 
was activity in visual cortex, as expected given that our 
subjects rested with their eyes open during the uptake 
period. 

The lateralized activity we observed in left posterior 
temporal and inferior parietal areas is consistent with pre-
vious studies reporting this area to be more active at rest 
compared with various active task conditions (Binder et 
al. 1999; Shulman et al. 1997). In combination with left 
frontal lobe activity, these areas may form a conceptual 
processing network that is involved in semantic memory 
retrieval and its manipulation in working memory for the 
purposes of planning, organization and problem solving 
(Binder et al. 1999; Christoff et al. 2004; Shulman et 
al. 1997). The left-lateralized cortical activity overlaps 
extensively with the human brain language network (as 
discussed above), raising the prospect that, even in the 
resting state, humans can’t help but think with words. 
Language is essential to human thought. 

In sum, the pattern of brain activity observed in our 
human subjects is similar to that reported in previous 
resting state studies, and this pattern of activity is consis-
tent with a resting state involving mental self-projection, 
conceptual and semantic processing, and inner speech.  

Like humans, chimpanzees exhibited high levels of 
activity in default mode areas, including medial prefron-
tal cortex, as well as medial and lateral parietal cortex. 
If these regions have a similar function in humans and 
chimpanzees, then our results are consistent with the 
possibility that chimpanzees engage in mental self-pro-
jection in the resting state. 

There were also some subtle differences between 
humans and chimpanzees in activity within the default 
mode network. Within medial prefrontal cortex, humans 
showed the highest level of activity in more dorsal areas, 
whereas chimpanzees showed more widespread activ-
ity, including activity in more ventral areas. Recently, it 
has been suggested that different subdivisions of medial 
prefrontal cortex are related to different aspects of men-
talizing (Amodio and Frith 2006; Frith and Frith 2006; 
Mitchell et al. 2006), with more dorsal regions being 
involved with thinking about others’ thoughts as well 
as person knowledge, and more ventral regions being 
involved with monitoring emotion in self and others or 
emotional processing more generally. Thus, it is possible 
that the chimpanzee resting state is imbued with a stron-
ger emotional tone than the human resting state, perhaps 
including greater reflection on emotional states as op-
posed to thoughts. However, given that other studies 
have found high levels of activity within ventromedial 
PFC in human subjects (Raichle et al. 2001), it is pos-
sible that the lack of high levels of activity in this area 
in our human sample relates to differences in the exact 

chimpanzee subjects were sedated and scanned in the 
anesthetized state. It is important to recognize, however, 
that since [18F]-FDG uptake is largely complete prior to 
sedation, and since it leaves cells at a very slow rate, 
the resulting images reflect brain metabolism during the 
uptake period when the animal was awake, and not real-
time activity in the anesthetized state. 

Although the homologies of chimpanzee and human 
cortical areas have in some cases not been definitively 
established, we reasoned that if the chimpanzee pattern 
of resting brain activity differs substantially from that 
found in humans, it is unlikely that they are engaged in 
the same mental processes as humans are at rest. On the 
other hand, if chimpanzee and human patterns of activa-
tion are similar, one possible explanation is that there are 
similarities in their resting-state cognition. 

Behavioral Results
Chimpanzee subjects were videotaped during the 

[18F]-FDG uptake period to verify that we had attained 
a reasonable “resting state”. An ethogram was used to 
quantify each subject’s behavior during the uptake pe-
riod. None of the five chimpanzees spent any time in 
physical contact with their cagemate during the uptake 
period. Subjects spent the overwhelming majority of 
their time lying down or sitting in what we characterized 
as a “neutral” state of attention, as opposed to “alert”, 
“watching” or “moving” (see (Rilling et al. 2007) for 
further details). 

Imaging Results 
In both humans and chimpanzees, we identified 

the 5% most metabolically active voxels (figure 9). In 

Figure 9: Common neural network activated during 
different types of mental self-projection, 
including remembering, prospection and 
theory of mind. Reproduced from: Figure 2 in 
Buckner RL, Carroll DC (2007): Self-projection 
and the brain. Trends Cogn Sci 11:49-57.
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Figure 10: Resting-state brain activity in humans and chimpanzees. a) Average human (n=8) and chimpanzee (n=5) 
PET images in horizontal section. Regions of highest metabolic activity are colored yellow to red. The five 
percent most active voxels in each species are shown in b) midsagittal and c) lateral views. Modified from 
figures 1 and 2 in Rilling JK, Barks SK, Parr LA, Preuss TM, Faber TL, Pagnoni G, Bremner JD, and Votaw 
JR. 2007. A comparison of resting-state brain activity in humans and chimpanzees. Proc Natl Acad Sci U S A 
104(43):17146-17151.
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nature of the resting state condition rather than genuine 
species differences. For example, thinking about famil-
iar and unfamiliar others has been localized to ventral 
and dorsal aspects of MPFC, respectively (Mitchell et 
al. 2006). The fact that chimpanzees, unlike the humans, 
were surrounded by familiar others during the [18F]-FDG 
PET uptake period could explain the higher levels of ac-
tivity ventrally in chimpanzee images.  

Unlike humans, chimpanzees did not show left lat-
eralized activity in frontal, temporal and parietal regions 
involved in language and conceptual processing. These 
results suggest that one major difference between hu-
mans and chimpanzees is that human resting state cogni-
tion is linked with language. The left lateralized areas 
that are active in humans but not chimpanzees have also 
been implicated more generally in conceptual processing 
involving semantic knowledge retrieval, representation 
in awareness, and directed manipulation of represented 
knowledge for organization, problem-solving and plan-
ning (Binder et al. 1999). Thus, organization, planning 
and problem-solving may be other aspects of resting state 
cognition that differentiate humans from chimpanzees. 

In conclusion, our results imply some degree of 
commonality in resting state cognition between hu-
mans and chimpanzees, possibly including a tendency 
to mentally project oneself into other times, places or 
mental perspectives. However, left lateralized activity in 
humans that is absent in chimpanzees, may mean that 
humans are engaged in a greater degree of conceptual 
processing than chimpanzees at rest, and that humans 
think with words when in a resting state.  

ovERAll ConCluSion

With the new methods of neuroimaging, we can 
begin to non-invasively compare both the structure and 
function of human and non-human primate brains, in the 
quest to identify the unique features of the human brain 
that evolved since we shared a last common ancestor 
with chimpanzees. These techniques will help us to flesh 
out the specifics of Professor Holloway’s early recogni-
tion that reorganization was a critical component of the 
evolution of human brain and mind. 
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CHAPTER 11 
 
STRuCTuRAl And diffuSion MRi  
of A GoRillA BRAin PERfoRMEd  
Ex ViVo AT 9.4 TESlA

JASon A. KAufMAn, J. MiCHAEl TySzKA, fRAnCinE “PEnny” PATTERSon, 
JoSEPH M. ERwin, PATRiCK R. Hof, JoHn M. AllMAn

ABSTRACT

Data on brain connectivity in great apes are difficult 
to obtain because of the lack of reliable ex vivo chemi-
cal tracers and the preclusion of terminal experimenta-
tion using in vivo tracers. A new method for obtaining 
connectivity data, called diffusion-weighted MRI, is 
a variant of conventional MRI that allows researchers 
to measure the coherence and orientation of fiber tracts 
within an entire brain. From these imaging data, tract-
tracing algorithms have been developed to conduct non-
invasive tractography. Here we apply high-field diffu-
sion-weighted MRI and probabilistic tractography on an 
isolated, fixed gorilla brain. To test the reliability of this 
method, we attempt to reconstruct two well-known fiber 
pathways: the visual (retino-geniculo-striate) pathway, 
and the corticospinal pathway. The results produced 
excellent reproductions of these pathways, but also in-
cluded “false-positive” pathways caused by “tract-jump-
ing” among adjacent fiber pathways. We conclude that 
diffusion-weighted MRI constitutes an important new 
tool for studying brain connectivity in humans and great 
apes, but researchers must be vigilant for false-positive 
pathways.

inTRoduCTion

“To say that the white matter is but a uniform 
substance like wax in which there is no hidden con-
trivance, would be too low an opinion of nature’s 
finest masterpiece. We are assured that wherever 
in the body there are fibers, they everywhere adopt 
a certain arrangement among themselves, created 
more or less according to the functions for which 

they are intended…all the diversity of our sensation 
and our movements depends upon this.”

-Nicolaus Steno (1671)

The heterogeneity of the brain’s white matter was 
apparent even to 17th century anatomists whose dissec-
tions of large-scale fiber bundles were painstakingly de-
scribed and illustrated [for a comprehensive review see 
(Schmahmann and Pandya, 2006)]. But the functional 
significance of these pathways remained largely mys-
terious until the development of methods for localizing 
particular functions to particular regions of the brain. 
White matter connectivity between functional regions 
was inferred first from lesion/degeneration studies (e.g., 
Damasio and Damasio, 1989; Goldman et al., 1971; 
Pribram and Mishkin, 1955) and later from chemical 
neuronal tracers (e.g., Barbas and Pandya, 1987; Van Es-
sen et al., 1986). However, the terminal nature of these 
experiments restricts their application to laboratory ani-
mals and precludes their use in humans or apes. For this 
reason there has been an absence of comparative data 
on structural brain connectivity for humans and our ape 
relatives–data that could contain important phylogenetic 
signals on the evolution of the brain’s wiring scheme.

Diffusion-weighted magnetic resonance imaging 
(DW-MRI) provides a new means for obtaining quan-
titative data on white matter connectivity. DW-MRI is 
sensitive to the magnitude and spatial orientation of 
Brownian water diffusion in tissue, which occurs more 
readily along axon tracts than across them (Basser et al., 
1994; LeBihan et al., 2001). The method is non-inva-
sive, and has been used successfully to trace known fiber 
pathways in laboratory animals and in humans (Basser et 
al., 2000; Conturo et al,. 1999; Mori et al., 1999; Xue et 
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al., 1999), and to quantify the coherence of white matter 
fiber tracts in healthy and diseased individuals (Barnea-
Goraly et al., 2004; Michael, 2002; Moseley et al., 2002; 
Neil et al., 2002; Nguyen et al., 2005; Ramnani et al., 
2004; Sundgren et al., 2004). Technical advances in DW-
MRI have significantly improved the angular resolution 
of diffusion scanning (Jones et al., 1999), and an analyti-
cal method has been developed to characterize the uncer-
tainty associated with DW-MRI tract-tracing (Behrens et 
al., 2003b). This process, called probabilistic tractogra-
phy, has also recently been expanded to model crossing-
fibers within voxels (Behrens et al., 2007).

Our purpose here is to demonstrate the feasibility of 
conducting DW-MRI tractography on an isolated, fixed 
brain using a high-field experimental imaging system. 
Fixed tissue is entirely compatible with DW-MRI, and 
there are distinct advantages for imaging ex vivo as op-
posed to in vivo: fixed tissue allows for extended scanning 
periods which substantially boosts the signal-to-noise ra-
tio; and fixed tissue can be processed histologically fol-
lowing scanning. (Obviously, functional imaging (fMRI) 
is not possible ex vivo.) In this chapter, we present results 
from an ex vivo structural–(i.e., grey-white contrast) and 
diffusion–MRI experiment on a gorilla brain conducted 
on a 9.4 Tesla MRI system. To test the reliability of the 
probabilistic tractography method, we attempt to recon-
struct two well-understood white matter pathways: the 
visual (retino-geniculo-striate) pathway and the motor 
(corticospinal) pathway.

METHodS

The brain is that of an adult male gorilla, named 
Michael, who at the age of 27 succumbed to a myocar-
dial disease characterized by deterioration of the heart’s 
electrical conduction pathway. It is particularly impor-
tant to note that careful prior preparations were made for 
quick and precise extraction of the brain with a minimal 
post-mortem interval. This type of preparation yields 
especially good tissue preservation, and should serve as 
a model for the compassionate use of tissue from great 
apes who have died from natural causes.

Within four hours post-mortem the brain was im-
mersion fixed in 4% paraformaldehyde (freshly de-
polymerized) and subsequently stored in phosphate-
buffered-saline with 0.01% sodium azide added as a 
preservative.

An acrylic canister was constructed so that the brain 
could be submerged in a high-viscosity perfluoropoly-
ether (Galden, Solvay Solexis) that has a zero MR sig-
nal.  The zero MR signal yields images of the brain in 
“black” or “empty” space, thereby aiding in subsequent 
tissue segmentation. The brain was wrapped in thin Tef-
lon® (DuPont) which, as a fluorinated polymer, also has 
a zero MR signal, and positioned in the canister using 
sponges. The canister fits snugly inside a 180mm bird-
cage RF coil in our 9.4 Tesla Bruker imaging system 
(Bruker Biospin Ltd.).

Two series of scans were performed. The first was 
a high-resolution 3D FLASH sequence, lasting approxi-
mately 16 hours, with an anatomical resolution of 250 
microns isotropic. The second series were high-angular-
resolution diffusion scans (PGHE) weighted isotropi-
cally along 72 directions. A series of 6 diffusion scans, 
lasting approximately 36 hours in total, were averaged 
together in order to boost the signal-to-noise ratio, with a 
final resolution of 1mm isotropic.

All post-processing of the images were performed 
using Amira (Mercury, San Diego) and the FSL suite 
of MRI applications (Smith et al., 2004). For the diffu-
sion imaging, post-processing steps included corrections 
for eddy-current distortions, followed by a computation 
termed Bayesian Estimation of Diffusion Parameters 
Obtained using Sampling Techniques (known as a BED-
POST operation). This computation involves a Markov 
Chain Monte Carlo resampling technique to construct 
probability distributions for diffusion parameters within 
each voxel (Behrens et al., 2003b). The BEDPOST op-
eration requires complex computations for every voxel 
within the brain, and the computing time can be substan-
tial: in this case it took approximately two weeks of com-
puting time on a high-end Linux workstation to complete 
the BEDPOST operation. For each tractography trial, 
10,000 samples were drawn from the global probability 
density function for each voxel in the seed mask.

Probabilistic tractography of the retino-geniculo-
striate pathway was performed using the method of 
Behrens et al. (Behrens et al., 2003a). Specifically, seeds 
were placed at the grey-white border surrounding the 
lateral geniculate nucleus (LGN). This single-mask ap-
proach should identify projections both in the anterior 
direction (afferent fibers from the retina) and posterior 
direction (efferent fibers to the striate cortex).

Tractography of the corticospinal tract was per-
formed using the method of Ciccarelli et al. (Ciccarelli 
et al., 2006). First, the neocortex is segmented and the 
boundaries of primary motor cortex are defined both 
morphologically (the posterior bank of the precentral 
gyrus) and histologically by the presence of Betz cells 
in Nissl-stained coronal sections. The M1 region-of-
interest is then mapped into MRI space using an affine 
registration algorithm (Jenkinson and Smith, 2001). 
Next, a connectivity-based seed classification is per-
formed on an axial mask through the internal capsule. 
This step identifies voxels within the posterior limb of 
the internal capsule mask that are most-likely to connect 
with primary motor cortex. Probabilistic tractography is 
then performed from the motor cortex seed mask, with 
the condition that only projections passing through the 
internal capsule mask are retained. In other words, the 
region of the internal capsule most likely to connect with 
primary motor cortex is defined as a waypoint mask for 
reconstructing the corticospinal tract. We also performed 
trials in which the medullary pyramids were masked as 
waypoints to further constrain the fibers to the cortico-
spinal tract.
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Figure 1. Photographs of the gorilla brain used in this experiment. Top: dorsal view. Bottom: right lateral view.
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Figure 2. Axial slices through the structural MR image (resolution = 250µm isotropic). Legend in lower right depicts the 
position of individual slices.
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RESulTS

The 3D FLASH structural scan yielded excellent 
anatomical imaging with a resolution of (Figure 2). Mi-
nor artifacts such as “ringing” occurred at the extreme 
edges of the field-of-view, or coincided with small bub-
bles trapped within cortical convolutions. Notwithstand-
ing these small artifacts, the 9.4 Tesla imaging system 
produced anatomical scans with 4-6 times the resolu-
tion of most large-brain structural MRI experiments (1.5 
Tesla clinical imaging systems usually yield a resolution 
of approximately 1mm).

Several anatomical structures are noteworthy as 
they are not normally visible on large-brain MR images 
(Figure 3). Subdivisions of the thalamus are visible, of-
ten with clear delineations of thalamic nuclei, such as the 
internal medullary laminae separating the anterior tha-
lamic nucleus from the lateral-anterior and dorsomedial 
nuclei (Figure 3a). In the occipital cortex, many image 
slices display Stria of Gennari, a cytoarchitectural fea-

ture delineating the boundaries of primary visual cortex 
(Figure 3b). And many features are visible in the brain-
stem, including the clearly undulating surface of the in-
ferior olivary nucleus (Figure 3c).

The high-field system produced equally impressive 
results for the diffusion imaging sequences. The final 
voxel size for the DW-MRI volume was 1mm isotropic 
with an angular sampling of 72 spatial directions. Figure 
4 illustrates a subset of the data on the principle-diffu-
sion-direction, which is represented both as vector fields 
as well as red-green-blue color-coding. FSL is able to 
model multiple-fiber orientations; we chose a two-fiber 
model as illustrated in Figure 4c.

Tractography experiments using the two-fiber 
model produced generally good reproductions of known 
fiber pathways, but not without some errors (usually 
caused by the tendency for tract-tracing to “jump” onto 
adjacent tracts). The first experiment, in which a seed 
mask was placed around the right lateral geniculate nu-
cleus, yielded a very good representation of the retino-

Figure 3. Close-up views of anatomical details evident in the structural MR image. A: Individual nuclei are visible in the 
thalamus (a: anterior nucleus; b: lateral anterior nucleus; c: lateral posterior nucleus; d: dorsomedial nucleus; 
e: pulvinar). B: In primary visual cortex, the Stria of Gennari is visible (indicated on the left side by black 
squares). C: In the brainstem, several anatomical features are evident, including a: the superior cerebellar 
peduncle; b: the medial lemniscus, c: crossing fibers of the pons, d: the descending pyramidal tract, and e: the 
inferior olivary nucleus.
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geniculo-striate pathway (Figure 5a), but not without 
errors. The pathway was traced anteriorly through the 
optic tract and arrived at the optic chiasm. Within the 
chiasm itself, a tract-jumping error is evident in which 
the algorithm traces a U-turn to join the optic tract on 
the opposite side. While this is a reasonable connection 
through the vector dataset, it is not anatomically correct.

Caudally from the LGN, the algorithm traces the op-

tic radiation and terminates within cortical areas corre-
sponding to the occipital pole and lateral-occipital areas 
(Figure 5a). However, the algorithm fails to find a path-
way to the medial striate cortex. Additionally, the inclu-
sion of connections with lateral occipital cortex anterior 
to V1 likely represents a “tract-jumping” error involving 
adjacent V2 projections that also travel through the optic 
radiation.

Figure 4. Representation of raw diffusion data (resolution = 1mm isotropic). A: Structural image resampled to 1mm 
voxel size. B: Red-Green-Blue pseudo-color image representing fiber orientation with each voxel. Voxels 
labeled green contain fibers oriented axially; voxels labeled red contain fibers oriented longitudinally; and 
voxels labeled blue contain fibers oriented dorso-ventrally. C. Representation of fiber orientation by vector 
mapping. Red lines depict the principle diffusion direction. D. The two-fiber model allows identification of 
regions containing crossing fibers. Red lines depict the principle diffusion direction, while blue lines indicate 
the minor diffusion direction (i.e., red lines correspond to the first eigenvector of the diffusion tensor and blue 
lines correspond to the second eigenvector of the diffusion tensor).
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The second tractography experiment on the corti-
cospinal tract also yielded generally good results (Fig-
ure 5b). Tractography from the M1 seed mask (with the 
internal capsule waypoint mask) traced fibers gathering 
into the posterior limb of the internal capsule and de-
scending through the cerebral peduncles. The tractogra-
phy algorithm generates terminations in the cerebellum 
(including a small projection to the contralateral cerebel-
lum) and the medullary pyramids. However, at the level 

of the ventral thalamus, the algorithm “jumps tracts” 
and follows thalamic projections to the dorsal prefrontal 
cortex, including a projection which crosses the corpus 
callosum and terminates in the contralateral dorsolateral 
prefrontal cortex. And again, at approximately the level 
of the red nucleus the tractography bifurcates to include 
not only the corticospinal tract but also the medial- and 
lateral-lemniscus, and the central tegmental tract. These 
latter tracts are false positives (the medial lemniscus car-

Figure 5. Results of pathway reconstructions by means of probabilistic tractography. A: Tractography of the retino-
geniculo-striate pathway reconstructed by seeding in the lateral geniculate nucleus. Bright orange represents 
pathways of higher-probability. The algorithm successfully reconstructs the visual pathway in both the anterior 
and posterior direction, but does not reach the medial striate cortex. B: Three-dimensional rendering of the 
motor pathway reconstructed by seeding from M1 and passing through the posterior limb of the internal 
capsule. Red arrows point to fibers projecting to the contralateral forebrain. Dashed white arrows point to 
ipsilateral projections to the forebrain. Solid white arrows point to cerebellar projections. D: Three-dimensional 
rendering of the corticospinal tract reconstructed by seeding from M1 and including waypoint masks at the 
posterior limb of the internal capsule and the medullary pyramids. False-positive tracts of the medial and 
lateral lemniscus and central tegmental tract are visible posterior to the true fibers of the corticospinal tract 
descending through the pons.
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ries somatosensory fibers, while the lateral lemniscus 
and central tegmental tract connect brainstem nuclei 
with the mesencephalon). Again, it is likely that these 
errors arise from “tract jumping”.

When the medullary pyramids are used as way-
point masks, the cerebellar and frontal connections are 
discarded, leaving the descending corticospinal tract but 
still including the false positives: medial- and lateral-
lemniscus and central tegmental tract (Figure 5c).

diSCuSSion

Our application of high-field MR imaging to an iso-
lated ex vivo gorilla brain produced excellent structural 
imaging with remarkably high anatomic clarity. The raw 
diffusion data also appeared to be of excellent quality, 
with more than twice the resolution normally seen in 
DTI studies. We performed two sets of trial tractography 
experiments on known cerebral pathways to test the reli-
ability of probabilistic tractography: the first experiment 
was intended to trace the retino-geniculo-striate pathway 
while the second experiment was intended to trace the 
corticospinal tract. The application of probabilistic trac-
tography to these pathways produced mixed results: the 
intended pathway was always reconstructed, but addi-
tional false-positive pathways were also produced.

The corticospinal tract, in particular, is difficult to 
reconstruct because it is long and there are many oppor-
tunities for errors involving crossing fibers or “kissing 
fibers” to produce “tract-jumping” false-positives (Ho-
lodny et al., 2005). Studies in which the corticospinal 
tract is successfully isolated from the corticobulbar or 
other adjacent tracts must use multiple levels of way-
point masks and exclusion masks (Aoki et al., 2005; 
Reich et al., 2006), or concentrate only on certain lev-
els of the corticospinal tract (e.g. brainstem (Chen et al., 
2007)).

The false positives identified during our reconstruc-
tions of the retino-geniculo-striate pathway and the cor-
ticospinal pathway all occur at areas where the “true” 
fiber tract (the one we intend to trace) lies adjacent to 
an unrelated pathway with much the same orientation 
(a situation termed “kissing fibers”). The result is “tract 
jumping”, and clearly it is important that investigators 
are vigilant for these errors (Dauguet et al., 2007). The 
tractography model must be progressively refined (us-
ing exclusion masks) to weed out unwanted pathways.  
When available, the combined use of DW-MRI and 
fMRI can improve reconstruction results (Guye et al., 
2003; Kamada et al., 2005; Staempfli et al., 2008).

Methods for analyzing connectivity from fMRI data 
(Bartels and Zeki, 2005; Logothetis et al., 1999) are cur-
rently impractical for large primates, and there are no 
reliable long-distance post-mortem neuronal tracers. Ro-
bust, quantitative data on global brain connectivity are 
therefore sparse for humans, and do not exist at all for 
the apes. DW-MRI fills an important technical gap in our 
ability to measure human and ape brain connectivity, but 

it is not without error and must be applied with progres-
sive refinement. As with any method, diffusion tractog-
raphy has both advantages and disadvantages. Although 
DW-MRI does not have the high degree of spatial reso-
lution that chemical neuronal tracers can provide it does 
have the advantage of providing connectivity data for the 
brain as a whole, which would be impossible to achieve 
using chemical tracers. At the same time, the application 
of probabilistic tractography shown here demonstrates 
that prior knowledge about the position of fiber bundles 
is essential for weeding out tracts that are false positives.

ConCluSionS

High-field MR imaging yielded excellent structural 
and diffusion data even for a fixed, isolated brain. The 
application of probabilistic tractography to the diffusion 
data produced mixed results: in both trial experiments 
the intended pathways were reconstructed, along with 
false-positive pathways. Prior knowledge of the fiber 
tracts was necessary to eliminate “tract jumping” er-
rors. DW-MRI fills an important methodological gap for 
measuring brain connectivity, but future refinement of 
tractography algorithms will be important for accurate 
analysis of diffusion data.
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CHAPTER 12 
 
THE RolE of VERTiCAl oRgAnizATion 
in THE EnCEPHAlizATion And 
REoRgAnizATion of THE  
PRimATE CoRTEx

dAniEl P. BuxHoEVEdEn

inTRoduCTion

While cortical enlargement dominated the thinking 
of hominid evolution and paleoneurology, it was not un-
til the last few decades that the mechanisms responsible 
for this were made known. The answer was provided 
by the radial unit hypothesis as revealed by the seminal 
work of Pasko Rakic (1972, 1978). The significance of 
this work to the field of paleoneurology cannot be over-
stated and it is now gaining the attention it deserves. The 
model provides insights into the relationship between 
cortical size and re-organization, and it sheds light on 
the proliferation of cortical regions and the relationship 
between surface area and cortical depth. I have chosen 
to address two main topic areas based on the radial unit 
hypothesis. The first considers the relationship between 
cortical enlargement, reorganization, and minicolumn 
size. The second section briefly considers what is known 
about the size of minicolumns in the primate order and 
suggests possible implications.

dEfining THE miCRo-VERTiCAl 
oRgAnizATion of THE CoRTEx

The minicolumn is a particular feature of cortical or-
ganization; one based on vertical components of cortical 
function at a spatially small scale. It does not disregard 
horizontal organization and recognizes that the complex-
ity of the brain allows for multiple ways of processing 
information. The use of the vertical organization of the 
cortex is an attempt to find unifying principles in corti-
cal organization which integrate horizontal lamina and 
intrinsic circuits into a testable model. There is arguably 
substantial evidence of functionality at this level of or-

ganization, and as a computer model minicolumns dem-
onstrate self-organizing and other functional properties 
that are sometimes surprising  (Amirikan and Georgop-
oulos, 2003; Favorov and Kelly, 1996; Hasselmo, 2005; 
Johannsson and Lansner, 2007; Kohn et al, 1997; Lucke, 
2004; Lucke and Malburg, 2004; Mountcastle, 1997, 
2003; Rao et al, 1999; Sugimoto et al., 1997). However, 
it is also important to recognize there is considerable de-
bate and conflicting evidence regarding the ubiquity and 
functionality of the adult anatomical elements, where 
various approaches sometimes yield different conclu-
sions (Catania, 2002; Jones, 2000; Kreiger et al, 2007; 
Rockland, 2004; Swindale, 1990), and species specific 
differences complicate the picture, though if anything, 
the primate cortex may display a heightened columnar 
organization. 

Variation in neuronal types and connectivity at the 
microcircuit level may rule out a rigid over aching defini-
tion of the minicolumn (and the larger cortical column).  
The minicolumn appears to be a common template rather 
than a stereotypical component in all brains and regions 
(Buxhoeveden and Casanova, 2002; Mountcastle, 2003; 
Silberberg et al., 2002). Nonetheless there are local and 
species-specific examples of repeating configurations of 
minicolumns and Mountcastle (2003) noted that “The 
important point is that columnar organization depends 
upon a certain set of properties common to all neurons 
in the elementary unit, but that other properties may vary 
between different neurons in the same minicolumn.” 
Mountcastle provides a conceptual basis to variability 
upon the basic template by stating that “differences in 
afferent input are convolved with different intrinsic op-
erations in different cortical areas to produce what we 
call different functions.” Silberberg et al. (2002) also 
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concludes that despite the great range in microcircuitry, 
stereotypical features exist nonetheless at multiple levels 
indicating a deterministic basis for them and suggests 
that all neocortical microcircuits may be subtle varia-
tions of a common template (see also Jin et al., 2001; 
Kisvarday et al., 2002; Kosloski, et al., 2001). Thus, a 
broader conception of the minicolumn is to see it as a 
‘template’ for a shared set of properties of a given set 
of neurons across several or more lamina. It seems to 
be a general principle that cortical neurons with similar 
stimulus selection properties are found in close proxim-
ity to each other (Reich et al., 2001) and the minicolumn 
is the vertical component of that association. Further, in 
addition to being a dynamic component (both anatomi-
cally and physiologically), it is important to think of the 
minicolumn as part of larger organizing units in the cor-
tex and not an end in itself.

The minicolumn in the adult traces its foundations 
to the development of the cortex itself, a cortex which 
contains highly visible ontogenetic cell arrays and from 
which the adult cortex will emerge. There is evidence 
that the ontogenetic units become the adult components 
of vertical organization (below). The anatomical com-
ponents are often conspicuous features of cortex across 
taxa, and metabolic and physiological evidence have 
helped to provide evidence of functionality at this level 
(Mountcastle, 1997). Because horizontal lamina within 
the vertical organization maintain functional specializa-
tion, it is not surprising that the activity of columns may 
be seen at levels that encompass several layers only, and 
not the entire depth. This speaks to the flexibility of the 
system and not against the concept of narrow vertical 
organization. Some of the major questions surrounding 
minicolumns are the extent to which they are present 
throughout the cortex, the different forms they may ac-
quire in diverse cortical regions or species, and whether 
functionality is always present at the narrowest level of 
vertical organization. The last question addresses the 
possibility that the minicolumn (and cortical column) 
may represent one type of functional unit among others; 
a system that may be activated for selected purposes but 
is not a general processor of information. I suspect that 
to the extent this is the case, it is the rare and probably 
not descriptive of the primate cortex, but the jury is still 
not in.

The anatomical minicolumn has at least three ba-
sic characteristics that when combined, set it apart from 
other elements in the cortex. These are vertical organi-
zation, periodicity, and interconnected multiple compo-
nents. Vertical organization describes the interconnec-
tions of neurons within the vertical plane that crosses 
several lamina. This may not always refer to all six 
layers. In fact, as Rockland and Ichinohe (2004)  have 
noted, there is no single anatomical element that we 
know of which actually encompasses all six layers. The 
closest to this are the long apical dendrite bundles that 
extend from Layer V to layer I, but even here, layer VI is 
excluded. However, the interrelated sharing between the 

different components does result in a vertical physiology 
that can cross all of the layers. Intrinsic optical studies 
for example, display a narrow vertical interconnectivity 
across the depth of the cortex (Kohn et al, 1997)

Periodicity refers to anatomical components that are 
located next to each other in a repeating fashion within 
a region or on a larger scale up to the entire cortex. This 
does not infer clone-like identical units, nor does it mean 
the spatial distances or physiological properties or ana-
tomical elements are exactly the same.  This repetition 
occurs within a very narrow size range, with the majority 
of spacing distances falling within 30-60 microns. These 
two characteristics comprise the most fundamental as-
pects of cortical vertical units. The reality of these fea-
tures in neocortex is generally not controversial; espe-
cially if there is recognition of variability (Mountcastle, 
2003).

The third characteristic is a combination of the first 
two; repeating multiple vertical components that share 
an anatomical relationship.  One of the problems associ-
ated with the minicolumn is that it is composed of many 
parts that are not readily visible at the same time. The 
six-layer minicolumn is the product of interconnected 
sub-systems. The specificity of lamina and intracolum-
nar inhibition, means that the entire unit would rarely, 
if ever, be active at precisely the same moment, though 
delayed metabolic activation of these units across lay-
ers may be observed by intrinsic optical signaling as 
noted above (Kohn et al., 2002, 1997; Tommerdahl et 
al., 1993). The individual cells within a column are in-
tegrated by the interaction of multiple overlapping sub-
systems, and it is this which makes them a unit, and not 
a single anatomical entity.

The anatomical elements that typically comprise 
vertical organization include three fiber systems and 
two anatomical cell types. They are the (long) apical 
dendrites, myelinated axons, double bouquet cell axons, 
pyramidal cells in layers III, V, VI, and double bouquet 
cells. The double bouquet cell axon bundles may be a 
component of function for minicolumn inhibition, but 
do not appear to be as ubiquitous as the others. The api-
cal dendrite bundles contain at least two main ‘systems’ 
that can vary within cortex and species (Rockland and 
Ichinohe, 2004). The ‘long’ system begins in layer V and 
terminates in Layer I, containing apical dendrites from 
pyramidal cells of layers V, III, and II,  and is visible 
throughout the cortex. A shorter one extends from layer 
VI pyramidal cells and terminates in Layer IV. There 
is evidence of regional specificity regarding the begin-
ning and termination of these bundles (Rockland and 
Ichinohe, 2004), and there are interesting specializations 
within the bundles themselves (Vercelli et al., 2004). 
However, apical dendrites of pyramidal cells seem to 
always bundle together and are present in a repetitive 
fashion. Myelinated axons bundle together as well, be-
coming prominent in the infragranula layers. In these 
instances, vertically oriented periodicity is the constant 
feature whereas the specifics are not. This pattern can 
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also be said about other basic features of the cortex, such 
as pyramidal cells, which vary in size, distribution, neu-
rotransmitters, and connectivity. The brain utilizes the 
‘template’ of the pyramidal cell in numerous ways and 
therefore it is a building block of cortex. The fact that 
narrow vertical units consists of somewhere around one 
hundred cells make it a more powerful functional entity 
than the single cell, in the same way that the larger corti-
cal column has more measurable physiological effects 
than the subunits within it.

Based on the discussion above, I prefer to use the 
term ‘reiterative micro-vertical organization’ because 
it is a descriptive term restricted to defining observed 
phenomena. Those are the characteristics of periodic-
ity, vertical orientation, and at the micro-anatomical 
scale, which distinguish it from the larger metabolic or 
cortical columns. The term is applicable to cell arrays, 
various forms of apical dendrite bundles and their py-
ramidal cells, myelinated axon bundles, double bouquet 
cells and their axons, and output minicolumns (Ver-
celli et al, 2003). Vercelli et al (2004) coined the term 
‘output minicolumn’ based on a detailed examination 
of apical dendrite bundles in rat V1. These bundles are 
present early in development and the cells from which 
they derive are probably clonally related (Rakic, 1988). 
The ‘output minicolumns’ describes segregated bundles 
within the minicolumn based on their projections. Cer-
tain projections bundle together as a subset within the 
main bundle. The only separate bundles based on output 
are those going to the dorsal lateral geniculate nucleus 
and are found in layer VI, a system that was already de-
scribed by Escobar et al, (1986). This fascinating discov-
ery demonstrates the basic vertical template on the one 
hand, with intra-columnar specificity on the other, and is 
an example of a term that describes a specific organiza-
tion and anatomical relationship.

While we have been traditionally focusing on verti-
cal organization as a processor of information, LaBerge 
(2001, 2006, 2007) argues that two types of mental ac-
tivity take place within the cortical column; information 
processing and subjective experience. He posits that 
sustained attention is expressed in a cortical column 
by repeated surges of current that are found in the long 
layer V apical dendrite bundles (i.e., the micro-vertical 
unit or minicolumns). Information processing requires 
input and initiates a response in the form of output. On 
the other hand, with subjective experience, the activa-
tion of the long apical dendrites is the goal itself, and 
not a particular output. The input impulses are said to be 
converted into waves, which act as repeated surges of 
current within the apical dendrite shafts which forms the 
wave activity measured at the scalp as EEG oscillations. 
If true, this reveals another dimension of function at the 
level of the apical dendrite bundle, how single bundles 
contribute to the overall capacity of the larger cortical 
column. It also means that the conventional analysis of 
connectivity does not necessarily describe the function-
ality of the vertical system in total. A striking aspect of 

the morphology of layer V apical dendrites is that they 
bundle together and have a very long length versus di-
ameter ratio. The apical dendrites are so long compared 
to their typical diameter that it is the equivalent of a 100 
meter-long tube that is 16.66cm in diameter which yields 
a length-diameter ratio of 600:1. The result is that most 
inputs (except for those close to the soma) would decay 
before arriving to the soma. Those that do arrive lose 
their temporal and rate information. Supragranula apical 
dendrites, while not as long as those in layer V, still have 
a lengthy ratio. By comparison, basal dendrites typically 
have about a 5:1 ratio and are considered ideal for the 
processing of input information. Basal dendrites are in 
a much better position to relay direct information, or to 
do information processing. Furthermore, basal dendrites 
have many side branches while apical dendrites, whose 
orientation is vertical, have only a few. Other potential 
changes that may be occurring in these bundles have not 
been tested. These include a narrowing of the spacing 
between them, changing the diameter-length ratio of in-
dividual dendrites and bundles, and changes in the num-
ber of dendrites per bundle.

The relationship between the apical dendrite anat-
omy and the mental states alluded to above, can only 
be speculated. However, it provides a theoretical basis 
as to how alterations in the morphology of the apical 
dendrites can have effects on attention and other men-
tal states. Properties of the wave form would potentially 
have a relationship with the number of long apical den-
drite bundles per unit area as well as the intensity of their 
individual activity, which is based on length and number 
of cells within the circuit and the distance between them. 

CoRTiConEuRogEnEsis 
The genesis of the cortex occurs in the ventricles by 

a series of symmetrical and asymmetrical divisions (Ra-
kic and Korack, 2001). In the first phase, cells located 
in the ventricular zone produce two additional progeni-
tor cells with each mitotic cell division (Rakic, 1988). 
This symmetrical division is responsible for the number 
of founder cells which controls the total number of on-
togenetic columns that will be produced in the cortex. 
According to the radial unit hypothesis, it is the number 
of these ontogenetic columns that determines the cortical 
surface area (Rakic and Kornac, 2001). At some point, 
progenitor cells begin to divide asymmetrically, produc-
ing one daughter cell that becomes a neuron and will 
move out into the cortical plate, and which will not un-
dergo further division. The second phase is responsible 
for the number of cells within a column and the thickness 
of the cortex. Several clones of neurons  that share a com-
mon site of origin in the ventricular zone use a common 
migratory pathway along the fascicles of the radial glial 
cells to settle within the same column in the cortical plate 
(Rakic, 2003). Radial glial cells create long fascicles that 
extend from the ventricular zone to the top of the cortical 
plate so that they span the entire width of the cerebral 
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wall during corticoneurogenesis. New born nerve cells 
use these to traverse the cortical plate. Though there are 
small differences between radial glial cells among mam-
mals, overall they are very similar in morphology and 
chemistry.

On the other hand, some cortical interneurons do 
not originate from the ventricular zone and migrate in 
a radial fashion. In rodents, this is most notable as the 
majority of cortical  interneurons originate from the gan-
glionic eminence of the ventral telecephalon and migrate 
tangentially to the cortical plate (Marin and Rubenstein, 
2001). In mice, up to 25% of all cortical neurons migrate 
non-radially, whereas in humans this percentage is less 
than 10% of the total (Letinic et al., 2002). Thus there are 
taxonomic specializations associated with this process. 

The total amount of radial units that will be present 
in the cortex are controlled during embryogenesis by a 
few regulatory genes, while the final pattern and size of 
cytoarchitectonic regions is thought to be the work of a 
different set of genes (Rakic and Kornac, 2001).The final 
configuration of columns within a cytoarchitectonic area, 
is therefore the result of the genetic influences described 
above and epigenetic factors such as interactions of 
cells, inhibitory neurons, and afferent systems. It is clear 
to see that alterations in these genes or their influences 
can have profound effects on the cortex. The increase in 
founder cell number is exponential and not linear, so that 
a small prolongation of cell division or changes in length 
of the cell cycle would result in significant increases in 
the number of ontogenetic units produced.

The importance of adult vertical organization is 
based on its connection to the ontogenetic cell column. 
This relationship may either be a direct one, that is, the 
ontogenetic units and adult minicolumn are the same 
(see below), or the ontogenetic unit is the template upon 
which the adult cortex might possibly overlay new cir-
cuits according to regional and species requirements.  
Direct confirmation that a given ontogenetic column be-
comes an adult one in the same animal, is not possible 
using post-mortem studies since that requires different 
sets of animals for each age group. However, studies ex-
amining the size of fetal columns and fiber bundles in 
post-mortem tissue and early interconnectivity between 
pyramidal cells support the hypothesis that they are, at 
the very least, the basic pyramidal cell core described 
above, remains intact in the adult cortex (Buxhoeveden 
et al., 1996; Curtetti et al., 2002; Krmpotic-Nemanic et 
al., 1984; Lohmann and Koppen, 1995; LoTurco and 
Kriegstein, 1991; Ong and Carey, 1990; Peinado et al., 

1993; Vercelli et al., 2004). In the early cortex, prospec-
tive pyramidal neurons are clustered into vertical col-
umns which are also coupled by gap junctions (LoTurco 
and Kriegstein, 1991; Peinado et al.,1993).

Summary 
Despite recent advances, fundamental questions 

about the cortex such as the number of cell types in the 
cortex, or the convergence of inputs to cells in the cor-

tex, remain elusive (DeFelipe et al., 2002a).  Perhaps the 
most cautious approach to micro-vertical organization 
is one that avoids oversimplification. Evidence supports 
the physiological basis for sub-cortical column organi-
zation in areas as diverse as motor, barrel cortex, and 
prefrontal cortex (Amirikian and Georgpoulos, 2004; 
Bruno et al., 2003; Georgpoulos et al., 2007; Ohki et 
al., 2005; Vercelli et al., 2004; Rao et al., 1999). Pre-
cisely defining how the minicolumn is anatomically and 
physiologically organized for different regions of the 
cortex remains a complex question (Ohki et al., 2005). 
Vertical organization appears capable of functioning at 
many different levels and the suggestion of ‘structures at 
multiple spatial scales’ is certainly plausible (Rockland 
and Ichinohe, 2004). The proposition that narrow verti-
cal organization performs two distinct generalized func-
tions (LaBerge, 2001, 2006) opens up new perspectives 
on the role of the narrow vertical unit that have yet to 
be explored. The ontogenetic column unit, as a template 
on which the adult cortex is built, may undergo more 
transformation in some regions of cortex than others, 
but the unifying feature seems to be in the outline and 
not the details (DeFelipe et al., 2002b). The fundamental 
structure would be defined as consisting of anatomical 
(and physiological) elements that are spatially narrow in 
size, demonstrate a vertical component to organization, 
and that can be found repeatedly within a cortical area. 
To the extent that this can be found in a given brain, the 
term ‘reiterative micro-vertical organization’ is one way 
of describing this template.

modEls foR EVoluTionARy CHAngE  
in THE CoRTEx

Mutational events occurring on regulatory genes 
that control the number of founder cells could easily re-
sult in a substantial increase in the number of ontoge-
netic columns above the amount normally produced for a 
given region. These in turn would create more initial on-
togenetic units and potentially more adult minicolumns.  
Provided that there has not been an increase in total af-
ferents to the region, the presence of additional ontoge-
netic columns means there will be more units to compete 
for the same input, thus altering the ratio of column units 
to afferent. It is reasonable under this condition to en-
vision a decrease in the amount of neuropil space per 
column which would result in the phenomena of smaller 
than normal minicolumns (See Figure 1).

If the ratio between new ontogenetic columns far 
exceeds that of existing afferents, it might be expected 
that pronounced cell death would result, causing severe 
disruption of ontogenetic units. From this perspective 
it would be very difficult to add new ontogenetic units 
to the cortex during evolution because it would seem to 
require a match between additional columns and the af-
ferent input. However, it appears that this is not required.  
The majority of synaptic input to cells in the cortex de-
rives from intracortical circuits and the thalamic affer-
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ents contributes only a small portion of the mean number 
of synapses. A vertical unit of cells comprised of all the 
layers would thus have very only a small percentage of 
its synapses from the thalamus. The predominance of 
ispi and contralateral synaptic inputs found in the cor-
tex can only help sustain new column units. However, 
this does not mean that thalamic input does not exert a 
strong influence on the response properties of cells and 
columns, which it does.  

This means that rather than causing a strain on exist-
ing synaptic terminals, additional ontogenetic units im-
mediately contribute to local and long distant circuits. 
The highest density of synaptic connections for a given 
neuron may be found within a relatively short distance of 
a parent neuron (Budd and Kisvardy, 2001; Elston 2000; 
Elston and Rosa, 2000), so that additional ontogenetic 
columns reciprocally connect to each other and become 
a major source for synaptogenesis.  It is the subcortical 
and long distance afferent input that would have to be re-
distributed among the additional ontogenetic units and it 
is here that a drop in overall synapses per column might 
occur. In instances where there has been a significant in-
crease in new ontogenetic units, without an increase in 
either subcortical or long distance input, the number of 
contacts per column would have to decrease as the onto-
genetic units compete for these limited contacts during 
development. The afferent inputs would be distributed 
to a more units than before, resulting in form of signal 
divergence. On the other hand, the total number of syn-
apses from  local connections  might be expected to un-
dergo less of a drop, if any. The result would be a change 
in the ratio of intrinsic local synapses versus those from 
subcortical and other regions of cortex. 

If there is a narrowing of cell columns that result 
from the assimilation of newer ontogenetic units, this 
would offset to some degree the expected increase in 
cortical surface area. Viewed in this manner, additional 
columns immediately become part of the cortical sys-
tem, contributing synapses and receiving input in return. 
If there is significant cell death due to the sudden addi-
tion of too many new columns, this could lead to a re-
arrangement of connections between the affected region 
and its targets. This is one way that corticoneurogenesis 
could result in a re-reorganization that does not require 
an increase in brain size. An interesting result of adding 
significant numbers of columns units in one area would 
be on the efferent side, where the additional column units 
would give rise to an increase in axonal connections to 
their target regions. In these target areas this would result 
in more inputs. Hence, a change in one region would ef-
fect other areas even if they did not undergo alterations 
in the number of ontogenetic columns

sCEnARios foR RE-oRgAnizATion 
And EnCEPHAlizATion BAsEd on 

onTogEnETiC Columns

It is important to note that the following scenarios 
are highly simplistic models of corticoneurogenesis and 
do not take account of numerous other factors. The em-
phasis is solely on the impact of new ontogenetic col-
umns on circuits and connections. I will examine four 
possible relationships (figures 1-4). In the first there is 
a substantial increase in the number of additional onto-
genetic columns—without an increase in afferent input. 
In the second, the number of columns is stable but there 
is an increase in afferent input. In the third one there are 
more column units created but there is a corresponding 
increase in afferent input. In the last example there is an 
increase in the number of columns produced and an even 
larger increase in afferent input coming into that region. 

Additional Ontogenetic Columns without an In-
crease in Afferent Input (Figure 1). 

This is a situation in which more columns are pro-
duced in one part of the cortex only. Thus, the amount 
of afferent input from subcortical and cortical areas is 
presumed to be unchanged. This means the additional 
columns must compete for the same number of afferents 
as the ‘normal’ contingent of columns units did before. 
In order for the columns to survive as whole units, there 
would have to be a reduction in the total number of con-
nections per column unit (but not necessarily in the in-
trinsic connections). The resultant fewer synapses per 
column would lead to a reduction in the neuropil space. 
Depending on the actual relationships that develop, it 
is possible in this instance for there to be no change in 
overall surface area in this particular region of the cor-
tex because though there has been an increase in col-
umn units. The decrease in neuropil space compensates 
for this and the result is stasis in regards to cortex size. 
This is one way in which additional units can be added 
to cortex without there necessarily being a concomitant 
change in surface area. Variations in column size have 
been found across primate species, regions, hemispheres, 
and disease states.

No Change in Number of Ontogenetic Units with an 
Increase in Afferent Input (Figure 2).

In this example, there is no change in the number of 
column units produced but there is an increase in affer-
ent input. This would presumably result in rich synaptic 
areas that would increase the neuropil space and thus the 
distance between columns. This is an example of where 
a region may increase in size without an increase in on-
togenetic units. Both of these examples demonstrate the 
need to measure column size as well as cortical region. 
The larger columns would become more generalized 
processors of information (Gufstassen 1997, 2004) than 
they were before, signaling a change in function. 

More Column Units and a Matching Increase in Af-
ferent Input (Figure 3).

In this model there is an increase in the number 
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of ontogenetic units and incoming afferents. This rep-
resents an instance where others regions of cortex may 
have supernumerary columns that are sending out more 
axons and/or increases could be coming from subcortical 
regions as well, or a combination thereof. This model is 
one where the added columns and inputs balance out so 
the size of the columns in that region remain the same as 
before, but now the size of the cortical region has under-
gone an increase because of the additional ontogenetic 
units. Whether this is the more typical scenario in evo-
lution remains to be seen. The reported differences in 
column size, like cortical depth, are small compared to 
surface area but significant nonetheless. 

In this instance the increase from incoming fibers is 
disproportionately greater than the increase in columns. 
This could be due to a significant increase in cell col-
umns in other regions (scenario #1) resulting in espe-
cially large amounts of ipsi and contralateral connectiv-
ity, or events in subcortical regions that give rise to new 
cells and more connections, or both. It would lead to both 
an increase in column size and surface area. This may re-
flect the human condition (except for V1) where humans 
display larger columns and larger cortical regions. The 
behavioral success and selection pressures created by  
tool making could feed regions pertinent to those activi-
ties (i.e., somatosensory, motor, higher order) whereas 
other selection pressures derived from socialization, 
deception, theory of mind, etc., could have been fuel-
ing this kind of thing in higher order association cortex. 
The small columns found in visual cortex may reflect a 
relative homeostasis as regards initial visual processing, 
where differences between human and nonhuman pri-
mates is emphasized farther down the processing chain.

In all of these it must be considered that a change 
in the number of cells produced during the second phase 
will affect cortical depth and hence the size of the col-
umns along the y axis. Columns can add more cells to 
each unit when there has been an increase in the depth 
of the cortex. This allows for changes in intrinsic com-
plexity without increasing the diameter. This also creates 
the potential for more cells per column without increas-
ing density. Because changes in cortical depth have been 
small compared to surface area, this aspect tends to be 
overlooked. However, a mere 10% increase in depth, 
spread throughout the cortex, can signify considerable 
increases in processing capacity per column and total 
number of new cells.

Summary
The addition of significant numbers of ontogenetic 

units in one region of the cortex with no increase in corti-
cal or subcortical projections, would place all the units 
(in the affected region) at higher risk of increased cell 
death. Neurons must compete to attain enough synap-
tic connections to survive. If each new column contains 
about 80-100 neurons, then a 10% increase in ontoge-
netic units in a region containing 5000 minicolumns, 
means 500 new columns or about 4000-5000 new neu-

rons would be added that have to find a home. The added 
ontogenetic columns have to compete with the ‘existing’ 
inputs for the limited amount of connections. The size of 
adult minicolumns would have to be based in some part 
on the interaction between the number of ontogenetic 
units created during neurogenesis, the amount of input 
to a region, and consequential intrinsic circuitry.

Based on the descriptions given above, it may be 
possible to make the following predictions regarding 
changes in the surface area. The first scenario would re-
sult in little or no change in surface area. The second 
would result in a modest enlargement of surface area. 
The third might also show a modest enlargement of sur-
face area, and the last would result in the greatest in-
crease in surface area. Further, all scenarios would prob-
ably tend towards some degree of change in circuitry and 
function. When coupled with other neurological changes 
(cell types, membrane properties, inhibition-excitation, 
up and down regulation, neurotransmitter quantities and 
subtypes, cell numbers, etc.), corticogenesis and the de-
velopmental period that follows can be envisioned as a 
time that is favorable to modification. However, most of 
it can be expected to account for individual variability 
rather than evolutionary events.

did miniColumns gET smAllER in 
PRimATE EVoluTion And WHAT is THE 

funCTionAl signifiCAnCE?
Traditionally, the number of column units produced 

has received the most attention because of the vast dif-
ferences in surface area of the cortex. In the scientific 
literature, the size of minicolumns typically refers to 
their horizontal width or diameter. This is because the 
scale of variation for column size among species pales in 
comparison to that of the surface area. Nonetheless, the 
three-dimensional size of minicolumns does vary across 
species and area and may play a role in organization. 

In primates, columns in visual cortex (V1) are nota-
bly small, both in absolute and relative terms when com-
pared with data for other small mammals (Table 1). Even 
humans have smaller minicolumns than reported for ani-
mals like the cat or rat. The functional significance may 
be related to the species-specific complexity of primate 
vision and suggests that smaller columns may represent 
enhanced processing complexity (Peters and Sethares, 
1996, 1997). Differences in the size of columns can rep-
resent functional differences and circuits, and Seldon’s 
(1981) study of lateralization of minicolumns in human 
auditory cortex demonstrated some of the ways in which 
this might occur. Basically, functional connectivity is the 
result of the relationship between the size of the columns 
vis-à-vis the amount of extrinsic and intrinsic fiber termi-
nals. If there is no change in an afferent terminal system 
but columns are much smaller in one brain compared to 
another, the distribution of the inputs will be different so 
that the incoming signal will be broken down into more 
units than in the former brain. This would theoretically 
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Figure 1. An increase number of ontogenetic units in a region that has no increase in afferent input. Region A (far left) 
represents the region in its normal configuration of ontogenetic columns  and A within a box represents the 
normal region with developing minicolumns. Region A’ is the same region with additional units added as a 
result of a prolongation of symmetrical cell division. The columns that survive in part by local connections  
(see text) would have fewer long distance connections and there would be a decrease in neuropil space.  
This would result in an increase in column number but no substantive change in surface areas.

Figure 2. Same Contingent of Ontogenetic Units with an Increase in Afferent. This is the reverse of A. Region B has 
the the same number of units but is now exposed to more incoming fibers. This should increase the neuropil 
space resulting in an increase in column size. In this scenario, the surface would increase without an increase 
in column numbers. Conversely, in Figure 1 there would be an increase in column number without an increase 
in cortical surface area. Changes in cortical depth have not been figured into these scenarios but could play 
an role as well by allowing for more cells per unit without requiring a change in their diameter.

Figure 3. More Column Units and a Matching Increase 
in Afferent Input.  This should result in an 
increase in surface area by virtue of additional 
ontogenetic units, but not in the size of the 
individual columns. Changes of this nature 
favor stability in regards to the amount of 
neuropil space per column.

Figure 4. Additional Columns with Disproportionate 
Increase in Afferent Input. This figure 
demonstrates a condition where there is an 
increase in the number of columns and a 
proportionately greater increase in afferent 
input. The expected results would be to see 
an increase in neuropil space per column and 
thus an increase in their size. The combination 
of more columns and larger ones would cause 
the most significant increases in surface area 
of any of these proposed scenarios.
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result in greater resolution or specificity of information 
processing (Gufstassen, 1997).

The ‘size’ of a minicolumn or ontogenetic cell col-
umn is usually defined according to the horizontal spac-
ing distance between them, which can be measured on 
the basis of their pyramidal cells or fiber bundles. The 
major determinant of minicolumn size is the neuropil 
space that separates them in the horizontal plane (Sel-
don, 1981a). In the fetal cortex cells are packed tightly 
together and during development, the ‘non-cell’ space 
between them increases both in the vertical and hori-
zontal axis. Thus, once the ontogenetic cell columns are 
in place, the emphasis on the expansion of this space 
causes the cells and their interconnected fiber systems to 
grow farther apart. A study of cell column development 
in humans showed that the neuropil space increases dis-
proportionately to the column size during development 
(Buxhoeveden et al, 1996; unpublished data). Therefore, 
it is the increase in neuropil space that accounts for the 
majority of the enlargement of the individual columns. 
While other factors such as cell size, thickness of indi-
vidual axonal or dendritic fibers, and bundle thickness 
contribute as well, this is more of a factor across species 
and brains of vastly different size.

Even though the horizontal spacing of minicolumns 
is a rather simplistic measure, differences found at this 
level represent profound changes in cortical develop-
ment and organization. Changing the size of minicol-
umns affects the relationship between afferents, the in-
trinsic anatomy, and the physiology (Gufstasson, 2004; 
Seldon, 1981a). While the individual size of any given 
minicolumn varies according to extrinsic and intrinsic 
factors, the total number of cell columns is determined 
during corticoneurogenesis, so the overall number, and 
therefore the mean size of the columns, cannot change, 
provided their integrity remains intact (below).

A caveat must precede any discussion of data com-
piled for minicolumns size across species. The lack of 
uniformity in method and tissue preparation makes it dif-
ficult to make accurate comparisons across studies since 
this requires a stringent control of method, shrinkage, 
and preparation. Nonetheless, there is a degree of con-
sistency in the results provided by the scientific literature 
that permits the making of certain generalizations. First, 
it can be seen that the size of minicolumns is not uniform 
but differs between species, within species, and within 
regions of the same brain (Buxhoeveden and Casanova, 
2002, 2005). Secondly, there is no linear correlation be-
tween columns size and brain size for animals with di-
verse evolutionary history (Buxhoeveden and Casanova, 
2002). However, it is possible that there may be some 
degree of correlation between column size and brain size 
within closely related taxonomic groups (Table 1). 

Table 1, though limited in scope, represents data ob-
tained by the use of very similar or identical methods 
and material preparation, which makes it more reliable 
than using results from disparate tissue, methods, and 
morphological elements. Even though the selection of 

species is small, a great number of primates are repre-
sented including all the greater and lesser apes. It is al-
ready apparent from this table that there is no correspon-
dence between brain size and column size across diverse 
taxonomic categories. With the exception of humans, 
primates as a whole standout as having small columns in 
absolute size, and all primates examined so far including 
humans, display small columns in primary visual cortex.

The results are tantalizing because they suggest that 
columns are absolutely smaller in primates compared 
with other mammals studied thus far. The exception 
would be humans and possibly some overlap with the 
gorilla, but more samples will be needed. Even here, the 
column size in human matches that seen in small brain 
mammals, but does not exceed it. The data suggests that 
in the course of hominid evolution columns were get-
ting larger along with the cortex. Of course when consid-
ered for brain size, all columns in primates are relatively 
small.

A dramatic example of the relative and absolute 
small size of minicolumns in primates is the Siamiri, 
which has a brain weight many times larger than that of 
the other small mammals examined, and yet their mini-
columns are the smallest measured to date. Compared 
to the mouse, the brain is about 60x greater and yet it 
has smaller minicolumns. The complete answer to the 
question of column size variation, and whether they got 
smaller in the primate order, is a doable task but will 
have to await future research that includes large brained 
land mammals of similar or greater size than that of 
humans, as well as systematic analysis of many more 
mammals and primate species including prosimians. The 

Table 1. Comparison of cell columns based on same 
or similar method of analysis. These areas do 
not contain data on area V1. In primates V1 is 
always smaller than found in other mammals 
so far tested and typically have mean values 
of ~30um. For a general comparison between 
other mammals using diverse methods and 
vertical anatomy, see Buxhoeveden and 
Casanova, 2002b.

Animal
Typical Brain 
Weights

Minicolumn 
Size

Primates
Siamiri 25gms 20um
OWM 70-100gms 30+um
Great Apes 250-500gms 30-40+um
Humans 1350gms 40-50+um

Other Mammals
Mouse 0.4gms ~26um
Rat 2gms ~40um
Rabbit 10gms ~40um
Cetaceans 350-3000gms 25-34um
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especially small minicolumns in area V1 in primates is 
interesting because vision is a keystone of the initial pri-
mate radiation. Could the re-organization that occurred 
in primate visual cortex have affected the organization 
and hence size of columns in other regions as well? Fi-
nally, the cetaceans are interesting and they demonstrate 
very small columns in line with those of the primates, 
but their very thin cortex and unique aquatic evolution 
make direct comparisons to land mammals difficult.

Column size and brain size:  
Functional implications?

If larger brains contain more ontogenetic units and 
more cortical regions, this creates a target rich envi-
ronment for additional columns to establish reciprocal 
connections with. Thus, large cortex may be better able 
to assimilate additional columns compared to smaller 
brains because they are being placed in an environment 
that has an abundance of cells, columns, and cortical 
regions. Presumably there are more target areas for the 
new columns to connect with and to receive input from. 
The implication is that the process of encephalization 
would proceed more slowly in a small brain and become 
easier as the brain enlarged.

There may be some relationship between processing 
complexity and column size. This is a model that could 
be tested but it would have to be done in the context of the 
total number of columns in a given brain. Small columns 
may be an indication of enhanced  processing complex-
ity based on increased interconnectivity between them. 
Or it could at least be representative of functional spe-
cialization. Some of the rationale for this is derived from 
the comparison of minicolumn size in primary visual 
cortex above (Peters and Yilmaz, 1993). The increased 
complexity is attained by having more columnar inter-
connections, more cells, and greater density of cells per 
column. This is assisted by the increased length (corti-
cal depth) of the columns in primate brains that permits 
more cells to be placed in a narrower unit. Added to this 
is the fact that the total cortical volume devoted to V1 is 
much larger in primates, resulting in a huge increase in 
the total number of processing units. The approach taken 
by evolution of the primate brain is to have more column 
units, which increases the number of interconnection 
and the ability of each column to process more specific 
information. The alternative is to have fewer columns 
with more intrinsic connectivity and less interconnec-
tivity. The combination of having smaller cell columns 
and more cortex devoted to a particular function, results 
in an enhancement of the resolution (based on narrower 
columns that ‘break down’ the input into more discrete 
properties), and it also allows more interconnectedness 
between these more specialized units.

Gustafsson (2004) proposes several scenarios that 
could lead to narrow columns. However, it must be noted 
that these arguments are based on a set number of al-
ready existing ontogenetic columns. One stems from 
neural network theory where self-organizing networks, 

columns in this instance, are formed when lateral feed-
back synaptic strength is a function of lateral distance 
as shaped by the Mexican hat model. If the inhibitory 
synaptic strengths increase the columns become nar-
rower while the reverse is also true (Favorov and Kelly, 
1994a,b; Gustafsson, 1997). This can be expected to oc-
cur during development. It is also possible for columnar 
organization to emerge without the usual lateral excit-
atory-inhibitory feedback mechanism. A basic organiza-
tion can be laid down before the lateral feedback con-
nections are developed so that when they do arise, they 
fine-tune or maintain the columnar organization.  Others 
have reported that neural columns would be narrower if 
levels of nitric oxide (NO) were reduced so that given 
the same stimulus drive the column size varied accord-
ing to the level of NO (Gally et al., 1990; Krekelberg and 
Taylor, 1996). It is also found to be involved in the meta-
synaptic organization of the frontal cortex in primate, but 
had no effect in visual cortex. 

Finally, the ability to add more columns and con-
nect to more regions enhances the opportunity for vari-
ability in larger brains. The variation in column size and 
brain size seems especially noticeable in human brain. 
How much of this is relative needs to be clarified and 
it remains to be seen whether animals with small col-
umns and a small cortex have relatively less variation in 
the size of the columns and cortex than do large brained 
primates.

Summary
The process of normal encephalization cannot be 

the cause for a narrowing of cell columns.  If this were 
the case, then minicolumns would have become progres-
sively smaller in the millions of years of evolution which 
is counter to the evidence and which would hit a biologi-
cal wall at some point since there must be a limit to how 
small a minicolumn can be. Cell density and column size 
across mammals is similar enough (though not identi-
cal) to demonstrate that as cortex enlarged by adding 
ontogenetic units, the ‘new’ units assumed the general 
size configuration of the host brain. A Darwinian model 
of cortical evolution would reflect incremental changes 
with a balance between the selective pressures for more 
columns on the one hand, and more afferents on the 
other. The result would be additional columns of similar 
size so that the presence of more columns results in a 
larger cortical area. At any one time the addition of ‘new’ 
columns can be expected to be limited with little or no 
change in mean column or cortical size.  It can even be 
predicted that the process of adding new columns is so 
gradual that it would be difficult to measure significant 
differences from one generation to another.

Even though the horizontal spacing of minicol-
umns is a rather simplistic measure, differences found 
at this level represent profound changes in cortical de-
velopment and organization. Changing the size of nar-
row vertical units (minicolumns) affects the relationship 
between columns and afferents, and alters the intrinsic 
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anatomy and physiology (Gufstasson, 2004; Seldon, 
1981a). While the individual size of any given minicol-
umn varies according to extrinsic and intrinsic factors, 
the total number of cell columns is determined during 
corticoneurogenesis, so the overall number, and there-
fore the mean size of the columns, cannot change, pro-
vided their integrity remains intact.

The process of encephalization that occurred in 
mammalian evolution is thought to arise from the addi-
tion of more ontogenetic units which is the basis for in-
creased cortical surface area (Rakic and Kornac, 2001). 
Ontogenetic column number determines cortical surface 
area, whereas cortical cell numbers within them account 
for cortical depth (above). Since surface area has in-
creased a thousand-fold (comparing mouse to human), 
while cortical depth has only increased around 3-4 times, 
the major impetus for cortical enlargement has been the 
addition of new ontogenetic units. Therefore, it can be 
expected that the addition of more ontogenetic cell col-
umns should normally result in an increase in cortical 
surface area and white matter. However, this is based on 
the increase in number of columns of similar size. If the 
additional columns were to become smaller or larger, 
then this would alter the expected outcome in proportion 
to that change.

In summary, the size of minicolumns in adult cortex 
is at least partly the outcome of the number of ontoge-
netic units formed during development. If a significant 
number of additional columns are produced in one re-
gion the effects will be different than if additional col-
umns occur simultaneously in several interconnected re-
gions, where the cortico-cortical connections from each 
will help sustain the presence of the additional neurons. 
One can see how the distribution of synaptic connec-
tions can change as well. For example, if interconnected 
regions both incur a significant increase in ontogenetic 
columns, but not in thalamic input, then the ratio of tha-
lamic to cortico-cortical input will presumably undergo 
change. The thalamic input, which is constant in number, 
will have to be distributed to more column units thereby 
lowering the number of inputs per column, whereas the 
number of cortico-cortical inputs will not decrease, and 
may even increase in one area if there is a dispropor-
tionate growth between the two regions. Furthermore, 
the number of intrinsic connections may also maintain 
their numbers as described above, which would result in 
a relative decrease of thalamic input compared to intrin-
sic and long distance connections. This is a theoretical 
concept that assumes all other factors are constant, but it 
demonstrates potential re-configuration of cortex due to 
changes in the numbers of ontogenetic units

ConClusions And HyPoTHEsEs

The elegance of the ontogenetic column lies in its 
explanatory power across a wide range of topics in brain 
evolution, comparative neuroanatomy, and anomalies of 
the brain (Buxhoeveden et al, 2006a,b, 2004; Casanova 

et al., 2003). The mechanisms described by the radial 
unit hypothesis are powerful tools in general neurobi-
ology and especially so in the field of paleoneurology, 
and it is hoped that future work will further consider 
the potential applications associated with the radial unit 
hypothesis.
1. The ontogenetic unit is the main genetic determi-

nant for the size of the cortex and is the template 
upon which later neurological events act. Thus it is 
a pertinent morphological and physiological object 
for the study of brain evolution.  

2. The mutational events that initiate new columns and 
cells link developmental processes to re-organiza-
tion and encephalization. 

3. From the perspective of micro-vertical columns, it 
would seem that reorganization can occur without a 
demonstrated increase in brain size. This means that 
in hominid evolution it would not have been neces-
sary for the hominid cortex to demonstrate signifi-
cant enlargement from that of apes to prove it had 
undergone reorganization. 

4. The result of these processes is to enhance heteroge-
neity in the configuration of the cortex, both across 
and within species. 

5. It may be easier to induce increases in cortical 
size in a larger brain than a smaller one. Cortical 
enlargement proceeds faster in larger brains until 
constrained by other factors (i.e., pelvis, white/grey 
matter ratio, metabolics, etc).

6. There may be more variability among minicolumns 
in larger brains due to the increase in number of re-
gions and regional specialization. 

7. Cell columns may have become absolutely smaller 
in the evolution of the primate order. On the other 
hand, columns in humans are the largest among pri-
mates and may reflect both significant increases in 
additional minicolumns and in afferent input com-
ing into those columns. 

8. Smaller minicolumns may represent a reorganiza-
tion that favors increase complexity based on maxi-
mizing specificity and enhanced resolution. 

9. Rather than making the argument for a clone-like 
homogeneity of the cortex, the micro-vertical orga-
nization of cortex is a template upon which cortical 
heterogeneity is played out, one that can result in 
diverse modular configurations in the adult animal. 
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CHAPTER 13 
 
THE EvoluTion of CoRTiCAl 
nEuRoTRAnsmiTTER sysTEms Among 
PRimATEs And THEiR RElEvAnCE  
To CogniTion

mARy Ann RAgHAnTi, PATRiCk R. Hof And CHET C. sHERwood

AbsTRACT

The neurotransmitters dopamine, serotonin, and 
acetylcholine are known to exert modulatory effects 
on prefrontal cognitive functions, such as learning and 
memory processes, by regulating neuronal activity.  In 
addition, all three neurotransmitters are implicated in 
neurodegenerative processes to which humans appear 
to be uniquely susceptible. Taken together, these facts 
suggest that neuromodulatory supply to the prefrontal 
cortex may have been modified during human evolu-
tion to support human-specific cognitive and behavioral 
specializations. This chapter reviews recent molecular, 
genetic, anatomical, and behavioral evidence concerning 
the contributions of neuromodulatory transmitter sys-
tems to the evolution of human and nonhuman primate 
brains.

inTRoduCTion

One of the most compelling and complicated ques-
tions yet to be answered in the study of human evolu-
tion involves identifying the neuroanatomical bases of 
human behavior and cognition. One hallmark of the 
modern human condition is an enlarged brain. However, 
while expansion of the brain in the course of human 
evolution has certainly made an important contribution 
to our species’ intelligence, total brain size alone may 
not fully explain the origin of human-specific cognitive 
abilities. Indeed, despite its expanse, the human brain 
matches up on a macroscopic level, nearly part for part, 
to that of a macaque monkey, with similar nuclei, neo-
cortical areas, and axon pathways (e.g., Petrides and 
Pandya, 1994; Preuss and Goldman-Rakic, 1989). What, 

then, underlies our species’ elaborated capacity for rea-
son and symbolic thinking?

As Ralph Holloway put it in 1968, “This preoccu-
pation [with overall brain size] led to the use of these 
mass aspects as explanations in themselves of behavioral 
differences of quite specific natures, such as ‘memory’, 
‘insight’, ‘forethought’, ‘symbolization’ etc. It should be 
obvious that such correlations are not causal analyses, 
and that a parameter such as brain weight in grams, or 
volume in ml, or area in sq. mm. cannot explain the dif-
ferences in behavior which are observed” (Holloway, 
1968). Throughout his career, Ralph Holloway champi-
oned the notion that “reorganization” is equally as im-
portant as encephalization in understanding the evolu-
tion of the human brain. The evidence that he marshaled 
in favor of this proposal concerned both macro- and 
microanatomical changes (Holloway, 1996). Some as-
pects of gross structural reorganization can be seen in 
the fossil record, including redistribution of neocorti-
cal area volumes as indicated by sulcal positions and 
the asymmetry of cerebral hemispheres (e.g., Holloway, 
1985; Holloway and De La Costelareymondie, 1982).  
Other structural changes, however, are not recorded in 
paleontological remains because they are at the micro-
scopic or molecular level.  Such evolutionary modifica-
tions to neuroanatomy, nonetheless, can comprise a very 
significant mechanism for encoding behavioral variation 
within and between species.

Recent comparative research into the neuroanatomi-
cal microstructure of primates has begun to yield tan-
talizing clues regarding uniquely human specializations 
(Buxhoeveden et al., 2001; Dorus et al., 2004; Hof et 
al., 2001; Nimchinsky et al., 1999; Preuss and Coleman, 
2002; Sherwood et al., 2007). It is becoming clear that 
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a real understanding of human evolution requires that 
we supplement traditional volumetric neuroanatomical 
studies with comparative data on the infinitesimal as-
pects of our species’ brain histology, connectivity, and 
gene expression patters in order to see how they dif-
fer from those of our closest living relatives (i.e., apes 
and monkeys; see, e.g., Preuss, 2000; Preuss, 2006). 
Several researchers have noted that the human brain is 
not merely an enlarged chimpanzee brain (Penn et al., 
in press; Premack, 2007) and Ralph Holloway made the 
prescient statement more than 40 years ago that “One 
c.c. of chimpanzee cortex is not equivalent to one c.c. of 
human cortex” (Holloway, 1966, p. 108).

This conclusion is supported by numerous findings 
indicating that the histology and molecular composition 
of the modern human neocortex differs from that of other 
primates, including chimpanzees. For example, humans 
demonstrate histological differences from other apes in 
having a distinctive patterned arrangement of dendrites 
and interneurons in layer IVA of primary visual cortex, 
possibly translating into functional differences in how 
the visual pathway processes motion-related cues (Pre-
uss and Coleman, 2002). There is also a unique neuronal 
subtype, the Von Economo neurons (VENs), found in 
great apes and humans with a restricted cortical distri-
bution within anterior cingulate and frontoinsular cor-
tex (Nimchinsky et al., 1999; Nimchinsky et al., 1995). 
Human VENs differ from those of great apes in being 
more numerous and having larger somata. These spin-
dle-shaped neurons are projection neurons that are en-
riched with dopaminergic D3 and serotonergic 2b recep-
tors (Allman et al., 2005). The unique localization and 
biochemical phenotype of VENs indicate that they may 
have played a critical role in mediating intuitive pro-
cesses that synthesize a homeostatic representation of 
the self with social information, a key component of the 
capacity to attribute mental states to others and to envi-
sion oneself projected into alternative scenarios (Allman 
et al., 2005). Humans may also be distinguished from 
nonhuman primate species in having increased popula-
tion-level asymmetry of neuropil across several cortical 
areas, including area Tpt and the primary motor cortex 
representation of the hand (Buxhoeveden et al., 2001; 
Sherwood et al., 2007). Other studies have identified po-
tential species differences in the functional biochemistry 
of the cortex using genomic and molecular approaches.  
For example, adaptations for increased neuronal activity 
and energy production appear to have occurred in hu-
man evolution through the evolution and upregulation of 
genes involved in the aerobic metabolic pathway (Cáce-
res et al., 2003; Uddin et al., 2004) and proliferation of 
glial cells (Sherwood et al., 2006).

Additional compelling candidates for microscopic 
modifications during human evolution include the se-
rotonergic, cholinergic, and dopaminergic systems of 
the brain. These neurotransmitters are key components 
of higher cognitive functions, including learning and 
memory processes, language comprehension, and over-

all intelligence (Azmitia, 1999; Goldman-Rakic, 1998; 
Hasselmo, 1995; Herremans et al., 1995; Previc, 1999; 
Sarter and Bruno, 1997). Moreover, these systems are 
selectively compromised in human-specific neuropatho-
logical conditions that result in devastating cognitive 
deficits, including Alzheimer’s disease, Parkinson’s dis-
ease, and schizophrenia (Akil et al., 1999; Mega, 2000; 
Naughton et al., 2000; Roth et al., 2004; Venator et al., 
1999; Whitehouse, 1992). Finally, the innervation pat-
terns of these neurotransmitters are regionally distinct 
(i.e., different cortical areas receive variant levels of 
input), with the primate neocortex receiving denser and 
more complex patterns of innervation relative to other 
mammals (e.g., Berger et al., 1991; Berger et al., 1988).  
The evidence of neurotransmitter regional heterogene-
ity, their roles in higher cognitive functions, and their 
deficits in human neurodegenerative diseases all collec-
tively raise the question of how human neuromodulator 
systems differ from those of other primates. Is it possible 
that an increased reliance on neuromodulators has con-
tributed to human-specific intellectual advances, and that 
this in turn has rendered humans uniquely susceptible 
to neurodegenerative diseases? This chapter will explore 
this question by reviewing the properties and effects of 
dopaminergic, serotonergic, and cholinergic systems 
with a concentration on their roles in cognitive functions 
mediated by the prefrontal cortex (PFC). In addition, we 
summarize the results of our recent comparative stud-
ies of the innervation pattern of these neuromodulators 
across the frontal cortex of macaque monkeys, chimpan-
zees and humans.

The PFC lies rostral to the premotor and primary 
motor regions of the frontal lobes (Uylings and van 
Eden, 1990) and is involved in many of our higher order 
functions, including personality, working memory, atten-
tional processing, mental state attribution (also known as 
“theory of mind”), behavioral inhibition, and planning 
and executing actions (Fuster, 1997; Goldberg, 2001).  
Humans and great apes together share an enlarged fron-
tal cortex relative to other primate species (Semendeferi 
et al., 2002). Further, human PFC appears to be dispro-
portionately larger compared to great apes, as primary 
motor (area 4) and premotor cortex (area 6) occupy a 
smaller proportion of the frontal lobe when compared 
with other species (Deacon, 1997; Preuss, 2004; Rill-
ing, 2006).  The PFC is comprised of a network of many 
cytoarchitecturally and functionally distinct regions that 
send and receive projections from virtually all other 
cortical regions as well as subcortical structures (Brod-
mann, 1909; Fuster, 1997). Through these extensive con-
nections, the PFC synthesizes information from motor, 
sensory, and limbic areas of the brain, thus integrating 
the functions of all other brain regions, leading Goldberg 
(2001) to liken this brain region to the conductor of an 
orchestra.
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wHAT is A nEuRomodulAToR?
Neurotransmitters regulate neuronal communica-

tion through actions mediated by various receptor sub-
types; depending on the effect at the postsynaptic tar-
get, neurotransmitters may also act as neuromodulators.  
Classically defined, neurotransmitters have effects that 
are immediate and short-term, usually engaging an ion 
channel to allow for the influx or efflux of charged ions.  
In these instances, the neurotransmitter receptors form 
ion channels, with no associated downstream metabolic 
consequences (Gu, 2002; von Bohlen und Halbach and 
Dermietzel, 2006). In contrast, neuromodulatory actions 
are slower, of longer duration, and are more spatially 
diffuse (Hasselmo, 1995). Receptors mediating the neu-
romodulatory actions of neurotransmitters belong to the 
family of G-protein linked receptors that, once activated, 
may signal multiple signal transduction pathways. In 
this way, neurotransmitters have long-term effects on the 
processing characteristics of cortical networks by influ-
encing synaptic transmission and pyramidal cell adapta-
tion (Dreher and Burnod, 2002; Goldman-Rakic, 1998; 
Hasselmo, 1995).

The separate neuromodulatory transmitter systems 
share several defining characteristics (e.g., Gu, 2002). 
First, the cortical neuromodulator systems that target 
the cerebral cortex are derived from discrete subcorti-
cal neuron populations that have long projection axons.  
The effects of neuromodulators may be either excitatory 
or inhibitory in nature, depending upon the postsynaptic 
receptor complex, and neuromodulators further have the 
capacity to mediate their own release via autoreceptors 
located at the presynaptic site. In addition to the ascend-
ing projection axons that innervate neurons of the PFC, 
there are also reciprocal connections between the PFC 
and the subcortical neuronal populations that modulate 
neurotransmitter systems through descending projec-
tions. Further, the separate systems also interact with one 
another to fine-tune cellular excitability (for a review, see 
Briand et al., 2007). It is likely that multiple systems act 
in concert with one another, rather than being recruited 
separately, to support cognition. However, as will be dis-
cussed further below, while acting synergistically, each 
of the transmitter system functions to support discrete 
components of cognition. For example, Robbins and 
Roberts (2007) recently reviewed the differential contri-
butions of DA, ACh, 5HT and norepinephrine within the 
PFC in the performance of attentional set-shifting tasks 
that assess cognitive flexibility and perseverative defi-
cits, highlighting the distinct and separate components 
of the task supported by each transmitter system. In this 
task, it was shown that DA supports set formation, 5HT 
mediates reversal learning, and ACh is necessary for se-
rial reversal learning (Robbins and Roberts, 2007). This 
evidence illustrates the highly orchestrated organization 
of neuromodulatory transmitter systems in regulating 
cognitive processing, and highlights the importance of 
understanding each system’s contribution to the evolu-
tion of human intellectual abilities.

doPAminE (dA)
Dopaminergic systems originate in the midbrain and 

include the mesostriatal system that sends projections to 
many subcortical areas (e.g., striatum, nucleus accum-
bens), and the mesocortical system that innervates the 
frontal, piriform, and entorhinal cortices (Fuster, 1997; 
Squire et al., 2003). It is the mesocortical DAergic sys-
tem that innervates the PFC, sending out long projection 
axons from cell bodies located in the nucleus parabra-
chialis pigmentosus of the ventral tegmental area (VTA) 
(Goldman-Rakic et al., 1989; Smiley et al., 1999). DA 
does not act as an excitatory or inhibitory neurotrans-
mitter in the PFC (e.g., González-Burgos et al., 2002). 
Rather, DA acts as a neuromodulator, targeting its G-pro-
tein linked receptors on apical and basal dendritic shafts 
and spines of pyramidal glutamatergic cells (Benavides-
Piccione et al., 2005; Goldman-Rakic et al., 1989; Sea-
mans and Yang, 2004) and on the dendrites of parval-
bumin-containing GABAergic interneurons involved in 
inhibitory processes (Goldman-Rakic et al., 1989; Ses-
ack et al., 1995; Sesack et al., 1998). Thus, DA is capable 
of moderating the signal-to-noise ratio within the PFC 
by preventing interruptions in the active maintenance 
of information (Dreher and Burnod, 2002; Kulisevsky, 
2000; Winterer and Weinberger, 2004).

At least five known receptor subtypes interact with 
DA (D1 - D5), each being functionally distinct (Seamans 
and Yang, 2004). The five receptor subtypes are classi-
fied into two groups, D1-like (D1 and D5) and D2-like 
(D2, D3, and D4) (von Bohlen und Halbach and Der-
mietzel, 2006), with D1-like receptors activating (Gs) 
and the D2 group inhibiting (Gi) adenylate cyclase. D1 
and D2 receptors mediate DAergic actions within the 
PFC and exhibit lamina- and region-specific distribu-
tions, with D1 receptors concentrated in supragranular 
layers and D2 receptors preferentially located in layer V 
in macaques and humans (Goldman-Rakic et al., 1990; 
Goldman-Rakic et al., 1992; Lidow et al., 1989). Further, 
D1 and D2 receptors have differential binding affinities 
for DA, with D2 receptors demonstrating an increased 
sensitivity to low concentrations of DA compared to D1 
receptor binding affinity (Grace, 2000).

Through its neuromodulatory actions in the PFC, 
DA is well known for regulating working memory, the 
capacity to hold a finite amount of information “on-line” 
in order to comprehend and plan actions (Abi-Dargham, 
2004; Goldman-Rakic, 1998; Kulisevsky, 2000). Block-
ing the actions of DA impairs performance on working 
memory tasks (Brozoski et al., 1979; Cools et al., 2002; 
González-Burgos et al., 2002; Robbins, 2000; Sawa-
guchi and Goldman-Rakic, 1991), and agonists are as-
sociated with improved performance (Akil et al., 1999; 
Brozoski et al., 1979). In addition, the extent of cortical 
DAergic innervation correlates with behaviors involved 
in planning voluntary actions that invoke working mem-
ory functions, indicating that an increase in DAergic af-
ferents allows for these functional capacities (Nieoullon, 
2002). Additional executive functions that rely on DAe-
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rgic input to the PFC include language comprehension, 
reasoning, and overall intelligence (Arnsten et al., 1995; 
Boshes and Arbit, 1970; Dreher and Burnod, 2002; 
Goldman-Rakic, 1998; Sawaguchi and Goldman-Rakic, 
1991).

Available evidence indicates that there are phyloge-
netic differences in cortical DA innervation. Berger et 
al. (1991) qualitatively compared cortical DA innerva-
tion, as measured by tyrosine hydroxyase-immunoreac-
tive (TH-ir) axon density, in rodents (rats) and primates 
(rhesus macaques, long-tailed macaques, and humans) 
and found that the primates exhibited denser and more 
extensive DAergic innervation within the cerebral cor-
tex. In fact, humans and other primates receive DAergic 
input to all cortical areas. This is in contrast to rodents 
who have little or no DAergic innervation in the motor, 
premotor, and supplementary motor areas, or to the pari-
etal, temporal, and posterior cingulate cortex. There are 
also differences in laminar distribution, with widespread 
dense innervation of layer I in primates, whereas in ro-
dents, dense innervation of the superficial layers occurs 
only in a few select areas, such as the anterior cingulate 
cortex and entorhinal cortex (Berger et al., 1991). Hu-
mans and other primates demonstrate different regional 
patterns, with TH-containing fibers in all cortical layers 
of agranular cortices, and a bilaminar pattern, with the 
densest innervation in layers I and V-VI, in granular so-
matosensory and association cortex (Berger et al., 1991; 
Gaspar et al., 1989; Lewis et al., 2001). The differences 
between primates and rodents in both the organization of 
the frontal cortex and in DAergic innervation of this area 
are striking and suggest evolutionary changes that paral-
leled increases in both the size and functional differen-
tiation of the cerebral cortex (Berger et al., 1991; Gaspar 
et al., 1989; Lewis et al., 2001; Preuss, 1995; Sesack et 
al., 1995; van Eden et al., 1987; Williams and Goldman-
Rakic, 1998).

A broader view of phylogenetic differences was 
provided by Hof and colleagues in an analysis of corti-
cal TH-ir axon distribution in the harbor porpoise and 
pilot whale (Hof et al., 1995). Their findings revealed a 
different pattern of innervation of cetacean auditory and 
visual cortex compared to that of other mammals. Most 
other mammals share in common a sparser DAergic in-
nervation in primary sensory cortex relative to all other 
cortical areas. This is particularly true of the primary vi-
sual cortex, where DAergic axons are rarely evident in 
rodents, and present only in layer I of human and nonhu-
man primates. In contrast, the cetacean primary visual 
cortex is innervated throughout all layers and is more 
densely innervated than the auditory cortex, whereas the 
reverse is true for other mammals. Such phylogenetic 
differences strongly suggest a potent role for this neu-
rotransmitter in brain evolution.

Additional lines of evidence suggest that DAergic 
systems may have been further altered during human 
evolution. DAergic system dysfunction plays an im-
portant role in a number of neuropsychiatric disorders 

presenting with cognitive deficits that appear to be ex-
clusive to humans (Akil et al., 1999; Ciliax et al., 1999; 
Sutoo et al., 2001; Venator et al., 1999; Winterer and 
Weinberger, 2004). In fact, Previc (1999) has argued that 
an expansion of DAergic innervation in the human ce-
rebral cortex is singularly responsible for the origin of 
human intelligence.

Raghanti et al. (submitted) recently tested the hy-
pothesis that humans have an increased DAergic input 
to prefrontal cortical areas relative to chimpanzees and 
macaque monkeys. In this study, dorsolateral prefron-
tal area 9 (involved in inductive reasoning and specific 
components of working memory) and medial prefrontal 
area 32 (involved in “theory of mind”) were examined, 
with primary motor cortex (area 4) serving as a control 
region, as it is not associated with higher cognitive func-
tions (Figure 1). TH-ir axon length density to neuron 
density (i.e., innervation per neuron) was quantitatively 
assessed in layers I, II, III, and V/VI of each cortical area 
using computer-assisted stereology (MBF Biosciences, 
Williston, VT).  Species differences were not detected in 
the primary motor cortex, but several differences were 
detected in the prefrontal areas. Humans exhibited a sub-
laminar pattern of innervation in layer I of areas 9 and 
32, meaning that DA-containing axons were restricted to 
the bottom of layer I rather than being distributed evenly 
through the layer, as observed in other species. This pat-
tern of sublaminar innervation of the molecular layer 
has been reported in agranular cortices of long-tailed 
macaques (Berger et al., 1988), but may have been ex-
tended in humans to include both agranular and granular 
cortices, a pattern that has been suggested to have evolu-
tionary implications (Gaspar et al., 1989). Humans and 
chimpanzees together deviated from macaques in having 
an increased density of DAergic afferents in layers III 
and V/VI of the prefrontal cortical areas. This is particu-
larly interesting in light of the lamina-specific decrease 
in TH-ir axons in layer VI of area 9 reported for schizo-
phrenic subjects (Akil et al., 1999), a deficit that may 
potentially underlie the working memory deficits associ-
ated with this disease (Abi-Dargham, 2004; Akil et al., 
1999). It is conceivable that an increase in DAergic in-
nervation to the PFC infragranular layers is critical to the 
integrity of executive functions governed by these brain 
regions, and this may be a point of vulnerability for the 
progression of neuropathological processes.

In addition, morphological specializations in the 
form of TH-ir axon coils (Figure 2), were found in hu-
man and chimpanzee cortex, to the exclusion of ma-
caques.  Although TH-ir coils were previously described 
in humans, the functional significance of these structures 
is unknown (Benavides-Piccione and DeFelipe, 2003; 
Gaspar et al., 1989). However, analogous axonal con-
figurations have been reported in human cortex immu-
nostained for cholinergic axons, with the suggestion that 
they may represent local events of cortical plasticity or 
local circuit alterations (Mesulam et al., 1992), as will be 
discussed further below.
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The presence of TH-ir neurons in the neocortex has 
been noted in several vertebrate species (for review see 
Smeets and González, 2000). These cortical neurons have 
been classified as aspiny non-pyramidal cells (Bena-
vides-Piccione and DeFelipe, 2003) and demonstrate 
considerable species-specific variation in their location 
and distribution within the cortical mantle. For example, 
TH-ir neurons were noted in the lower portion of layer I 

in two cetacean species (Hof et al., 1995), whereas rats 
express TH-ir cells in all layers of the cortex, with the 
highest density occurring in layers II and III (Kosaka et 
al., 1987). We noted the presence of TH-ir cells in lower 
layer VI and in the white matter immediately adjacent to 
layer VI in all frontal cortical fields of the Moor macaque 
(Macaca maura; unpublished data).  In the human neo-
cortex, TH-ir interneurons are found almost exclusively 

Figure 1. Lateral (upper) and medial (lower) views of human, chimpanzee, and macaque brains.  The cortical regions 
sampled are labeled with their respective numerical designations.

Figure 2. TH-ir axon coils in human (A) and chimpanzee (B). Scale bar = 25 µm.
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in the infragranular layers and subjacent white matter 
(Benavides-Piccione and DeFelipe, 2003; Gaspar et al., 
1987; Hornung et al., 1989), and humans are the only 
species to express these cells in all cortical areas exam-
ined (Benavides-Piccione and DeFelipe, 2007).

Although these neurons have been noted in several 
species, little is known regarding their function. How-
ever, recent studies have illustrated a significant decrease 
in cortical TH-ir neuron numbers in individuals afflicted 
by dementia with Lewy bodies (Marui et al., 2003) and 
in individuals with Parkinson’s disease (Fukuda et al., 
1999). Benavides-Piccione and DeFelipe (2007) recently 
assessed the density and distribution of TH-ir neurons 
across eleven cortical areas in humans. They reported 
significant regional differences in TH-ir neuron density, 
and have proposed an event in human evolution that in-
volved the utilization of this intrinsic source of cortical 
DA to support function-specific cortical circuits.

In humans, we have also observed TH-ir neurons 
mostly in layers V/VI, and rarely in layer III of cortical 
areas 9, 32, and 4 (unpublished data). Interestingly, we 
have not observed TH-ir neurons within any neocortical 
region of great apes, including chimpanzee, bonobo, go-
rilla, and orangutan. This is intriguing given that the TH-
ir axon length density to neuron density ratio in layer III 
of chimpanzee areas 9 and 32 was twice that of humans 
or macaques (Raghanti et al., submitted) (Figure 3). Per-
haps the DAergic afferent input to layer III increased in 
chimpanzees and other great apes to compensate for the 
loss of TH-ir cells within the cortical mantle.

sERoTonin

Serotonergic neurons are located in the dorsal and 
median raphe nuclei of the brainstem and their projec-
tions are widely distributed throughout the brain (Azmi-

Figure 3. TH-ir axon tracings in PFC area 9 for macaque, chimpanzee, and human. Scale bar = 250 µm, ‘wm’ = white 
matter.
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tia, 1999; Bradshaw, 2003; Kandel et al., 1995). There 
exists a duality of serotonergic innervation within the 
mammalian cerebral cortex, with type 1 axons (thin with 
small ovoid varicosities) originating from the dorsal ra-
phe nuclei and type 2 axons (thin with large spherical 
varicosities) arising from the median raphe nuclei (Hor-
nung et al., 1990; Kosofsky and Molliver, 1987; Miner et 
al., 2000; Mulligan and Törk, 1988; Trottier et al., 1996; 
Wilson and Molliver, 1991). This duality of innerva-
tion and the variations observed in the local patterns of 
cortical serotonergic afferents suggests that the separate 
classes of axons target different populations of cortical 
neurons, thereby selectively affecting specific elements 
of cortical networks (Hornung et al., 1990; Wilson and 
Molliver, 1991).

Serotonin is known to interact with many different 
receptor types and subtypes, many of which are still in-
completely understood (Bradshaw, 2003; Buhot, 1997). 
Currently, there are at least fourteen different 5HTergic 
G-protein linked receptors recognized within the central 
nervous system, classified according to their second-
messenger system, location, and binding affinity (Buhot, 
1997; von Bohlen und Halbach and Dermietzel, 2006). 
There is also one ligand-gated ion channel receptor 
(5HT3) (Jakab and Goldman-Rakic, 2000). The diverse 
array of 5HT receptors may support cell- and circuit-
specific postsynaptic effects, allowing 5HT to modulate 
many different functions at once (Briand et al., 2007; von 
Bohlen und Halbach and Dermietzel, 2006). The effect 
of 5HT on cortical neurons may yield either enhanced or 
inhibited activity, depending on the post-synaptic recep-
tor type (Buhot, 1997).

The localization of 5HT receptors in the PFC fa-
cilitates 5HT’s contributions to memory and cognition 

(Azmitia, 1999; Buhot, 1997; Marek and Aghajanian, 
1998). 5HT is also involved in behavioral inhibition, and 
its action may be to moderate the influences of synapses 
from intrinsic local circuits in comparison to extrinsic 
sources, allowing for learning (Buhot, 1997; Harrison et 
al., 1999). 5HT acts as a neuromodulator, targeting its 
receptors on dendritic shafts and the perisomatic region 
of pyramidal cells as well as several subclasses of in-
hibitory interneurons (Buhot, 1997; Jakab and Goldman-
Rakic, 2000). Thus, 5HT is able to alter directly the ex-
citability of pyramidal cells by targeting their dendrites 
or indirectly through inhibitory interneurons (Jakab and 
Goldman-Rakic, 2000).

Several lines of evidence illustrate the role of 5HT 
in cognitive functions. For example, 5HT levels are 
positively correlated with accuracy of performance on 
an attention task in rats (Puumala and Sirviö, 1998).  
Moreover, drugs that increase central 5HT concentra-
tions, such as 5HT uptake blockers, improve attention, 
visual and verbal memory, working memory, and pro-
cessing speed in intact, healthy rodents as well as in ma-
caques and patients with schizophrenia (Buchanan et al., 
2003; Meneses and Hong, 1995; Williams et al., 2002).  
Also, prefrontal depletion of 5HT in marmosets results 
in impaired performance on serial discrimination rever-
sal tasks and decreased cognitive flexibility (Clarke et 
al., 2004; Clarke et al., 2005). Dysfunction of 5HTergic 
systems contribute to the cognitive disturbances associ-
ated with depression and suicide, obsessive-compulsive 
disorder, anxiety disorders, and impulse-control disor-
ders (Austin et al., 2002; Bradshaw, 2003; Noguchi et 
al., 2001). In addition, cortical depletion of 5HT has 
been noted in human neurodegenerative diseases includ-
ing schizophrenia, Parkinson’s disease, and Alzheimer’s 

Figure 4. SERT-ir axon coils in human (A) and chimpanzee (B). Scale bar = 25 µm
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disease (e.g., Naughton et al., 2000; Vergé and Calas, 
2000). For example, Thomas et al. (2006) reported a 
47% decrease in serotonin transporter (SERT) density 
in the PFC of Alzheimer’s disease patients regardless of 
depressive symptoms.

Reports on the distribution of serotonergic afferents 
within the primate frontal cortex have been published for 
marmosets (Callithrix jacchus) (Hornung et al., 1990), 
long-tailed macaques (Macaca fascicularis) (Azmitia 
and Gannon, 1986; Berger et al., 1988; Wilson and Mol-
liver, 1991), rhesus macaques (Macaca mulatta) (Smiley 
and Goldman-Rakic, 1996; Wilson and Molliver, 1991), 
vervets (Chlorocebus aethiops), and humans (Trottier et 
al., 1996; Varnäs et al., 2004). Recent comparative re-
search indicates that the cortical 5HTergic system has 
been substantially reorganized in humans and chimpan-
zees relative to macaques (Raghanti et al., 2007). As with 
DA, coils of 5HTergic axons were found in humans and 
chimpanzees but were absent in macaques (Raghanti et 
al., 2007) (Figure 4). Additionally, humans and chimpan-
zees together deviated from macaques in having denser 
5HTergic input in layers V/VI of cognitive prefrontal 
areas 9 and 32, with no species differences detected in 
the primary motor cortex (Raghanti et al., 2007). Of in-
terest in this context, Hornung et al. (1990) noted that 
the only consistent difference between earlier macaque 
studies and their analysis of the marmoset cerebral cor-
tex was a weaker 5HT innervation of the infragranular 
layers in marmosets. Although one cannot assume that a 
single species represents a larger phylogenetic clade, it is 
tempting to speculate that within the order Primates there 
might be a shift across New World monkeys, Old World 
monkeys, and hominoids towards increasing innervation 
of cortical output layers within the PFC. Additionally, 
the infragranular layers of rats are sparsely innervated 
relative to the layers I-IV of cats (DeFelipe et al., 1991).  
Although carnivores are only distantly related to pri-
mates, these findings raise the possibility that primates 
diverged from other mammalian species in having an in-
creased reliance on 5HTergic afferents in cortical output 
functions. The fact that humans and chimpanzees have 
emphasized this difference is particularly notable when 
considering that Austin et al. (2002) found a specific re-
duction in 5HT transporter density in layer VI (but not 
in layers II or IV) of dorsolateral prefrontal cortical area 
46 in depressed subjects who committed suicide. This 
layer-specific deficit in 5HT transmission may contribute 
to the cognitive deficits, such as the disruption of work-
ing memory processes, that are characteristic of major 
depression (Pelosi et al., 2000).

An additional species differences in cortical se-
rotonergic input includes the presence of pericellular 
arrays (or ‘baskets’) formed by type 2 axons and sur-
rounding nonpyramidal neurons in the supragranular 
layers. Pericellular arrays have been reported in cats 
(DeFelipe et al., 1991; Mulligan and Törk, 1987), mar-
mosets (Hornung et al., 1990), rhesus, long-tailed, and 
Moor macaques (Foote and Morrison, 1984; Raghanti 

et al., 2007; Smiley and Goldman-Rakic, 1996; Wilson 
et al., 1989), and chimpanzees (Raghanti et al., 2007). 
However, no such morphologies were observed in the 
human neocortex (Raghanti et al., 2007). Interestingly, 
both morphological specializations, pericellular arrays 
in cats and nonhuman primates and axon coils in humans 
and chimpanzees, are comprised of type 2 serotonergic 
axons that originate from the median raphe nuclei. There 
is evidence of a greater number of 5HTergic neurons in 
the median raphe of cats and primates relative to that of 
rodents (Azmitia and Gannon, 1986; Jacobs et al., 1984).  
This putative increase in cell number may be correlated 
with the incidence of pericellular baskets, as this feature 
has not been detected in rodents (Audet et al., 1989). It 
has been suggested that axons arising from the dorsal ra-
phe nuclei (type 1 axons) play a specific role in prefrontal 
cognitive control because this is the most abundant axon 
type found in the PFC (Briand et al., 2007). However, 
albeit type 2 axons are not as abundant within the PFC 
as type 1 axons, this axon type does form morphological 
specializations and therefore may play a critical role in 
supporting cognitive flexibility and learning capabilities. 

As noted, 5HT has a role in regulating behavioral 
inhibition (Soubrié, 1986), and differences in the capac-
ity for behavioral inhibition have been reported among 
primate species. Chimpanzees and humans share the ca-
pacity to demonstrate self-control in delay-maintenance 
tasks in order to maximize rewards (Beran and Evans, 
2006; Evans and Beran, 2007a). In contrast, rhesus ma-
caques fail to demonstrate a consistent ability for simi-
lar self-control (Evans and Beran, 2007b). Cools et al. 
(2007) recently posited that 5HT actions within the or-
bital PFC mediate emotional processing and behavioral 
output by facilitating descending projections, presum-
ably originating within the infragranular layers (i.e., lay-
ers V/VI). While quantitative comparative data have not 
been reported for regions of the orbital PFC, it is likely 
that, similar to areas 9 and 32, humans and chimpan-
zees share an increased serotonergic innervation in the 
infragranular layers of orbital PFC regions. If this is the 
case, then the increased density of serotonergic afferents 
within infragranular layers of human and chimpanzee 
orbital PFC may facilitate their enhanced behavioral in-
hibition capacities in delay of gratification tasks.

ACETylCHolinE

Cholinergic axons originate from the magnocellular 
neurons of the nucleus basalis of Meynert of the basal 
forebrain and project to all regions of the cerebral cortex, 
with a substantial degree of regional heterogeneity (Ichi-
kawa and Hirata, 1986; Lehmann et al., 1984; Lewis, 
1991; Lysakowski et al., 1986; Mesulam and Geula, 
1991; Mesulam, 2004; Mesulam et al., 1992; Mesulam 
et al., 1986). Additionally, subpopulations of cholinergic 
cells within the nucleus basalis preferentially project to 
specific areas within the PFC (Ghashghaei and Barbas, 
2001). Although cortical cholinergic input is ubiquitous, 
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the existence of regional differences in cholinergic in-
nervation of cortical areas and distinct laminar prefer-
ences support the concept that cholinergic systems have 
specific local circuit processing properties. Cholinergic 
axons (as measured by ChAT-immunoreactive axons) 
synapse on glutamatergic pyramidal neurons as well as 
on layer-specific populations of GABAergic interneu-
rons (Chadhuri et al., 2005; Mesulam, 2004; Mrzljak et 
al., 1995).

The actions of ACh are mediated either by nicotinic 
or muscarinic receptors. Nicotinic receptors are ligand-
gated ion channels that have immediate excitatory ef-
fects with no associated second messenger systems (Gu, 
2002; von Bohlen und Halbach and Dermietzel, 2006).  
There are five genes for muscarinic receptors (M1-M5), 
each belonging to the class of G-protein linked recep-
tors (Bonner et al., 1987). As with the other G-protein 
linked receptors discussed, muscarinic receptors may 
have excitatory or inhibitory effects depending on the 
postsynaptic complex and each receptor subtype appears 
to have region- and layer-specific concentrations within 
the cortical mantle (Bozkurt et al., 2005; Mrzljak et al., 
1998; Mrzljak et al., 1993; Rasmusson, 2000).

The role of ACh in cognition was initially demon-
strated in studies using ACh receptor antagonists in hu-
mans and rats (Deutsch, 1971; Drachman, 1977). ACh 
projections to the PFC act to enhance input processing in 
attentional contexts and to facilitate memory encoding 
(Blokland, 1996; Harder et al., 1998; Levin and Simon, 
1998; Sarter and Parikh, 2005). ACh accomplishes this 
by amplifying the influence of synapses from outside 
the cortex relative to those from other cortical pyrami-
dal cells (Hasselmo, 1995). The input provided by ACh 
to the PFC is critical to the learning process (Levin and 
Simon, 1998; Sarter and Parikh, 2005; Steckler and Sah-
gal, 1995) and is also important in cognitive flexibility 
and working memory (Levin and Simon, 1998; Sarter 
and Parikh, 2005; Steckler and Sahgal, 1995). The ad-
ministration of scopolamine, a cholinergic antagonist, 
eliminates the capacity to form episodic memories and 
diminishes the ability to analyze information or acquire 
semantic knowledge in macaque monkeys (Harder et al., 
1998). Furthermore, lesions or drugs that deplete ACh 
cortical innervation in primates and rodents impair learn-
ing and memory in the acquisition and performance on 
discrimination tasks that challenge attentional processes 
(Fine et al., 1997; Harder et al., 1998; Irle and Markow-
itsch, 1987; Levin and Simon, 1998; McGaughy et al., 
2000; Sarter and Parikh, 2005), and learning and mem-
ory deficits are ameliorated with ACh agonists (Levin 
and Simon, 1998; Wu et al., 2000).

Cortical ACh has been suggested as a potential 
marker for intelligence due to its fundamental role in 
attentional processes, learning, and memory (Gray and 
Thompson, 2004). Interindividual variation in cortical 
cholinergic innervation in the hippocampus, caudate nu-
cleus, and frontoparietal cortex was positively correlated 
with performance on learning tasks in mice (Durkin et al., 

1977), and it has been suggested that variations in cho-
linergic innervation of human and nonhuman primates 
would reflect individual differences in learning abilities 
(Mesulam et al., 1986). Several researchers have found 
that neurodegenerative diseases such as Alzheimer’s 
disease, Parkinson’s disease, and schizophrenia demon-
strate reduced ACh activity in prefrontal cortical areas 
implicated in learning and memory (Mega, 2000; Sarter 
and Parikh, 2005; Whitehouse, 1992), as measured by 
ChAT-immunoreactive (ChAT-ir) fibers (Katzman et al., 
1988; Mechawar et al., 2000; Mega, 2000; Sigle et al., 
2003). For example, Beach et al. (1997) reported signifi -For example, Beach et al. (1997) reported signifi-
cant decreases in cholinergic fiber densities in both the 
entorhinal cortex and inferior temporal gyrus associated 
with the preclinical stage of Alzheimer’s disease. Fur-
thermore, Ikonomovic et al. (2007) demonstrated a loss 
of both cholinergic fiber and varicosity densities in pre-
frontal cortical area 9 in mild to moderate Alzheimer’s 
disease that correlated with impaired cognitive function.  
Recent evidence also indicates an accelerated rate of 
protein evolution in primates relative to rodents for three 
cholinergic receptor subtypes (Dorus et al., 2004), sug-
gesting that natural selection has modified the postsyn-
aptic function of this system along the lineage leading 
to humans.

A comparative study of cortical ACh input involved 
measuring the amount of potassium-induced ChAT ac-
tivity in mouse versus human neocortical slices (Sigle 
et al., 2003). Relative to mice, only a very low concen-
tration of potassium was required to induce ChAT ac-
tivity in humans. Several studies have analyzed cortical 
cholinergic afferents in different mammalian species, 
and comparisons across species can be made using these 
data. ChAT-ir axons are present in all cortical areas and 
layers of rat neocortex (Ichikawa and Hirata, 1986; Ly-
sakowski et al., 1986; Mechawar et al., 2000) with the 
frontal cortex receiving the densest complement of fibers 
and layer I having the highest laminar density (Mecha-
war et al., 2000). In contrast, Old World primates exhibit 
a rostrocaudal gradient of innervation, with the most ros-
tral areas of the frontal cortex demonstrating fewer fibers 
than the caudal motor and premotor areas (Lewis, 1991; 
Mesulam et al., 1992; Mesulam et al., 1986).

Our recent quantitative comparative analysis of 
ChAT-ir axons in the frontal cortex found that humans 
and chimpanzees together demonstrated a pattern of in-
nervation that emphasized cholinergic input to layers III 
and V/VI of prefrontal cortical areas 9 and 32 relative to 
macaques, whereas no species differences were detected 
in the primary motor cortex (Raghanti et al., 2008). Fur-
ther, clusters (or coils) of cholinergic fibers were pres-
ent in humans and chimpanzees, but not in macaques 
(Figure 5). Differences among primates have also been 
reported for the localization of galanin relative to cho-
linergic neurons in the basal forebrain (Benzing et al., 
1993; Kordower et al., 1992). Galanin is an inhibitory 
modulator of ACh in rats (Elvander and Ögren, 2005; 
Laplante et al., 2004) and galanin-ir fibers are hyper-
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trophied in Alzheimer’s disease (Mufson et al., 2000).  
Galanin hyperfunction is associated with cholinergic hy-
pofunction and likely contributes to the associated learn-
ing and memory deficits characteristic of Alzheimer’s 
patients (Chan-Palay, 1988). Among primates, homi-
noids (gibbons, chimpanzees, and gorillas) displayed a 
distinctively different localization of galanin immuno-
reactivity relative to monkeys (brown capuchins, rhesus 
macaques, and baboons) (Benzing et al., 1993). Taken 
together, it appears that both cholinergic innervation and 
the modulation thereof were altered in the evolution of 
apes and humans.

nEuRomodulAToRy  
TRAnsmiTTER summARy

As discussed, the DAergic, 5HTergic, and choliner-
gic neuromodulatory systems play important roles in the 
regulation of specific cognitive functions. It is likely that 
these neuromodulator systems do not act exclusively, 
but several neuromodulator systems may have evolved 
in concert with one another to support higher cognitive 
specializations in humans, including language.  Previ-
ous research revealed that phylogenetic differences exist 
among humans and other primate species in neuromodu-
lator axon length density relative to neuron density (DA, 
5HT, and ACh) in  prefrontal cortical areas involved 
in cognition (areas 9 and 32), but not in primary mo-
tor cortex (Raghanti et al., 2007; Raghanti et al., 2008; 
Raghanti et al., submitted). Additionally, the unique 
morphological appearance of coils, highly varicose ax-
ons surrounding specific cells, is suggestive of a distinct 

functional specialization. This morphological specializa-
tion of neuromodulatory axons is seen only in humans 
and great apes. Neuromodulatory transmitters have well 
described functions in cortical plasticity, modifying 
cortical neuron response properties as mediated by nu-
merous receptor subtypes for each neuromodulator (Gu, 
2002; von Bohlen und Halbach and Dermietzel, 2006). 
Specific effects include long-term potentiation and long-
term inhibition, depending on the properties of the post-
synaptic element involved. Both long-term potentiation 
and inhibition alter the response properties of neurons, 
characteristic of cortical plasticity. The distinctive mor-
phology of coils indicates that they may be involved in 
cortical plasticity events or local circuit rearrangement 
(Mesulam et al., 1992). If this is indeed true, coils of 
neuromodulatory system axons in prefrontal cortical 
areas may contribute to the increased cognitive and be-
havioral flexibility shared by humans and great apes and 
may represent a special neuroanatomical substrate for 
supporting advanced learning capacities. These neural 
adaptations might relate to some of the shared cognitive 
abilities displayed by humans and great apes, such as the 
diffusion of social learning through regional traditions, 
a capacity for self-awareness, enhanced attention to the 
gaze of others, increased social tolerance, and the abil-
ity to manufacture tools (Boesch, 1993; Heyes, 1994; 
Keller, 2004; Povinelli and Bering, 2002; Povinelli and 
Preuss, 1995; Suddendorf and Whiten, 2001).

Figure 5. ChAT-ir axon coils in human (A) and chimpanzee (B). Scale bar = 25 µm
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HumAn bRAin EvoluTion:  
AdvAnTAgEs And AffliCTions

The human capacity for reasoning, behavioral and 
cognitive flexibility, and language, just to name a few, is 
unparalleled among other species (Neill, 2007; Premack, 
2007). However, the evolution of these abilities and the 
neuroanatomical substrates that support them is not with-
out cost. Humans are also uniquely susceptible to neuro-
pathological and neurodegenerative disorders, including 
Alzheimer’s disease, Parkinson’s disease, and schizo-
phrenia. Each is characterized by some common cogni-
tive manifestations that are indicative of diminished cor-
tical function. In addition, their incidence among human 
populations is universal and at a relatively high percent-
age (e.g., approximately 1% of human populations are 
schizophrenic and 5% of individuals over 65 years of 
age are diagnosed with Alzheimer’s disease) (Molnar, 
2006). Most hypotheses regarding the etiology of these 
diseases involve the disruption of PFC functioning via 
dysregulation of one or more of the neuromodulatory 
systems described in this review (Briand et al., 2007). 
It is conceivable that these neuropathological processes 
may represent a byproduct resulting from the evolution 
of human intellect. A further possibility is that human 
cognitive advances rely on specialized neuromodulatory 
moderation of neuronal communication and that this in-
crease in functional responsibility has made a significant 
contribution to our vulnerability to neurodegenerative 
processes.

Early researchers of schizophrenia, including Emil 
Kraepelin, believed that this pathology was intimately 
linked to the acquisition of higher intellectual functions 
of humans (Goldberg, 2001). More recently, research-
ers have described schizophrenia as a byproduct of hu-
man brain evolution, particularly as a consequence of 
language acquisition and/or complex social relations 
(Burns, 2006a; Crow, 2000; Kuttner et al., 1967; Ran-
dall, 1998). Genetic studies are now providing some 
support for these hypotheses. Although schizophrenia is 
likely a complex, polygenic disorder, many genes have 
been identified that appear to moderate its incidence and 
progression. It has been shown that some of the genes 
or gene combinations that contribute to the develop-
ment of schizophrenia have undergone positive selection 
during human evolution, hence accounting for the high 
incidence of this disease in human populations. Crespi 
et al. (2007) reported that 28 of 76 genes underlying 
schizophrenia were subjected to positive selection dur-
ing human evolution. DA receptor (D4), ACh receptor 
(muscarinic) and SERT genes are included among these 
candidate genes (Bustamante et al., 2005; Crespi et al., 
2007; Dorus et al., 2004). The negative symptoms and 
cognitive deficits associated with schizophrenia are 
linked to DAergic hypofunction within the cortex while 
a subcortical excess of DA has been implicated in the 
positive symptoms (Abi-Dargham, 2004).  Additionally, 
disruptions of the cortical 5HTergic and cholinergic sys-

tems make further contributions to the cognitive distur-
bances associated with schizophrenia, with therapeutic 
recommendations to include appropriate agonists/an-
tagonists for effective treatment (Roth et al., 2004; Stip 
et al., 2005).

Here, we suggest that not only is schizophrenia a 
possible side-effect of human encephalization, but other 
neurodegenerative diseases, including Alzheimer’s and 
Parkinson’s diseases, may be as well. Whereas this claim 
in and of itself is not novel (e.g., Burns, 2006b; Seeley et 
al., 2007), we suggest one possible neuroanatomical ba-
sis for this postulate. Neuromodulatory systems regulate 
communication within cortical circuits, and their roles 
in higher cognitive functions and cognitive pathologies 
are well documented. Our recent research has revealed 
significant alterations in neuromodulatory transmit-
ter systems within the cortex of the lineage leading to 
humans, including chimpanzees (Raghanti et al., 2007; 
Raghanti et al., 2008; Raghanti et al., submitted). While 
an increased dependence upon these systems may have 
contributed to cognitive specializations in humans, a 
trade-off with neurodegenerative pathologies may have 
taken place.
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CHAPTER 14 
 
SEx DiffEREnCES in THE CoRPuS 
CAlloSum of Macaca fascicularis 
AnD Pan troglodytes

DouglAS C. BRoADfiElD

ABSTRACT

In 1982 Ralph Holloway along with his student 
Kitty deLacoste-Utamsing published a paper asserting 
that there are sex differences in the brains of humans. 
While this was not the first paper on sex differences in 
the brain, it was one of the most prominent and contro-
versial, setting off an area of neuroscience research that 
continues to today.  While the extent and meaning of 
sexual dimorphism in the human corpus callosum has 
been investigated countless times over the past 30 years, 
what this structure is like in our closest relatives, the liv-
ing apes, has not been approached.  This paper inves-
tigates whether sex differences are present within two 
primate species, Pan troglodytes and Macaca fascicu-
laris, addressing several issues important to neurology, 
paleoneurology, and human evolution.  Looking at the 
morphological and histological aspects of these species 
demonstrates that there is not a statistically significant 
difference between males and females of P. troglodytes 
and M. fascicularis with regard to total and regional 
midsagittal area of the corpus callosum or with regard to 
axon density/100µm2, overall axon numbers, or within 
any of the axonal diameter classes in the splenium of the 
corpus callosum in either species.  These results strongly 
suggest that dimorphism of the brain and corpus callo-
sum arose later in hominin evolution, possibly not until 
the arrival of Homo sapiens.

KEy WoRDS

Brain evolution, corpus callosum, sex differences, 
chimpanzee, macaque

inTRoDuCTion

The cerebral cortex has undergone a dramatic evo-
lution during hominin history.  Progressing from a small, 
chimpanzee-like brain in Australopithecus, and presum-
ably Ardipithecus, the human brain has come to be ca-
pable of linguistic, mathematical, abstract, and behav-
ioral elements apparently unobtainable by other primate 
groups.  An additional aspect of this evolution has been 
the emergence of sex differences in cognitive behaviors.  
The existence of sex differences is not unheard of in pri-
mates (e.g., Philips et al., 2007), but it has been difficult 
to document in primate cognition (e.g, Hellner-Burris 
et al., 2010).  Anatomical distinctions between nonhu-
man primates and modern humans have become more 
difficult as we have come to appreciate our evolutionary 
history.  It is possible that during the course of primate 
evolution sex differences in the brain developed in early 
sexually dimorphic clades such as the cercopithecoids.  
This scenario is plausible due to the presence of sexually 
dimorphic skeletal morphology and group behaviors.  
Females behave differently from males, possibly due to 
different reproductive strategies.  If sex differences oc-
cur in such phylogenetically distant taxa such as Macaca 
and Papio, it is possible that sex differences became 
even more distinct in a more recent common ancestor 
to humans such as Pan.  The presence of sex differences 
in the brain of modern human’s closest living relative 
would indicate that sex differences were already present 
in the earliest hominins.  This would suggest that sex dif-
ferences exhibited in modern humans are not unique, but 
merely an extension of Homo’s evolutionary past.  

An alternative hypothesis suggests that sex differ-
ences in the modern human brain are unique to modern 
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on the presence of sex differences in the brain, the corpus 
callosum (Fig. 1).  As the major interhemispheric path-
way of the brain, the corpus callosum provides a point 
at which to begin to examine cerebral sex differences.  
Since morphological sex differences have been noted in 
this structure, the question of when these sex differences 
developed in human evolution can be asked.  If the pres-
ence of sex differences in the corpus callosum represents 
an epiphenomenon of primate brain evolution associated 
with the advent of the Catarrhini, then sex differences in 
this structure should manifest in Macaca.  If these dif-
ferences don’t occur until the evolution of the Hominoi-
dea, then Pan would exhibit this trait.  If sex differences 
in this structure did not occur until after the ape-human 
split, then it would represent an autapomorphic character 
of the hominin clade. 

Considerable current controversy surrounds the ex-
istence of identifiable sexual differences in the nonhu-
man primate and human brain.  An area that has come 
under increasingly greater focus is the corpus callosum, 
the principal neocortical commissure.  For example, 
many recent studies on humans have demonstrated mor-
phological differences between the sexes in callosal 
measures (de Lacoste-Utamsing and Holloway, 1982; 
Wium, 1984; de Lacoste et al., 1986; Holloway and de 
Lacoste, 1986; Holloway, 1990; Holloway et al., 1993; 
Davatzikos and Resnick, 1998; Oka et al., 1999; Sullivan 

humans and did not occur until late in hominin evolu-
tion, possibly not until the advent of our own species, 
Homo sapiens.  Although some similarity exists in the 
brains of Pan and modern humans, these similarities 
have not exposed any common sex differences between 
these two groups.  Studies on modern human brains, 
however, have exposed a number of sex differences, al-
beit these discoveries occurred within non-neocortical 
structures.  The presence of sex differences in cognition 
has also been observed.  These results suggest that sex 
differences in the brain and in cognition did not occur 
until late in human evolution.

This study focuses on the second hypothesis that 
sex differences in the telencephalon occurred late in 
hominin evolution.  The cerebral cortex represents one 
of the most complex and costly structures humans pos-
sess.  The complexity of this structure has evolved over 
3-5 million years of hominin history to allow modern 
humans to perform complex cognitive tasks not seen in 
other animal groups.  In addition, humans have evolved 
the cerebral areas responsible for these tasks such that 
males excel at certain tasks while female excel at others.  
Males for example perform better at tasks of mental rota-
tion while females do better on tests of verbal richness.  
There is little information about how these differences 
develop or within which specific cerebral structures they 
reside.  One cerebral structure, however, has shed light 

Fig. 1. Midsagittal view of brain of Pan troglodytes. A: anterior. P: posterior.
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son, 1989; Holloway, 1990; Elster et al., 1990; Allen et 
al., 1991; Clarke and Zaidel, 1994; Johnson et al., 1994, 
1996; Driesen and Raz, 1995; Steinmetz et al., 1992, 
1995, 1996; Salat et al., 1997; Davatzikos and Resnick, 
1998; Oka et al., 1999; Achiron et al., 2001; Sullivan 
et al., 2001; Mitchell et al., 2003; Dubb et al., 2003; 
Westerhausen et al., 2004; Shin et al., 2005; Yokota et 
al., 2005; Lee et al., 2009). Others report that it lacks 
dimorphism (Bell and Variend, 1985; Weber and Weis, 
1986; Kertesz et al., 1987; Oppenheim et al., 1987; Byne 
et al., 1988; Demeter et al., 1988; O’Kusky et al., 1988; 
Weis et al., 1989; Going and Dixson, 1990; Prokop et 
al., 1990; Denenberg et al., 1991a,b; Emory et al., 1991; 
Habib et al., 1991; Aboitiz et al., 1992c; Steinmetz et 
al., 1992; Zaidel et al., 1995; Constant and Ruther, 1996; 
Koshi et al., 1997; Matano and Nakano, 1998; Luders et 
al., 2003; Morton and Rafto, 2006).  However, several of 
these latter studies did not consider sexual dimorphism 
in brain size, and thus did not analyze relative callosal 
measurements (i.e., taking brain size into account), but 
with the exception of Luders et al. (2003).  Holloway 
et al. (1993) reexamined some of these results, and con-
cluded that when brain size is taken into account sexual 
dimorphism in the corpus callosum is indeed indicated 
by such studies as: Witelson (1985), Weber and Weis 
(1986), Yoshii et al. (1986), Kertesz et al. (1987), Op-
penheim et al. (1987), Byne et al. (1988), Demeter et al. 
(1988), Elster et al. (1990), Going and Dixson (1990), 
Habib et al. (1991), and Steinmetz et al. (1992).  

In one meta-analysis, Bishop and Wahlsten (1997; 
see also Fitch and Denenberg, 1998) suggested that there 
are no sexual differences in callosal shape or size.  It 
should be noted, though, that Bishop and Wahlsten 
downplay the effect of allometric scaling in the brain, 
proposing that it is not an appropriate way to analyze 
cortical data.  This is contradicted by a more recent 
meta-analysis by Smith (2005), which demonstrated 
the importance of allometric considerations in compara-
tive data, concluding that the corpus callosum of human 
females is relatively larger than that of males.  Despite 
Smith’s (2005) analysis there is still disagreement in 
the literature as to the validity of relative comparisons 
within species.

Reviews by McGlone (1980), Kimura (1980, 1983, 
1987, 2000), Witelson (1983), Davidson and Hug-
dahl (1995), and Smith (2005) among others, confirm 
that there are sex differences in the brains of humans.  
Through cognitive studies on visuospatial tasks (see Mc-
Glone, 1980) and speech tasks such as speed of articu-
lation, fluency within a language, and grammar (Hutt, 
1972; LeDoux, 1982; Ross et al., 1997), it has been 
suggested that the adult male brain is more asymmet-
rical than the adult female brain with regard to verbal 
functions (Hutt, 1972; McGlone, 1977; LeDoux, 1982; 
Zaidel et al., 1995; Grimshaw, 1998), spatial functions 
(Witelson, 1977, 1983; Corsi-Cabrera et al., 1997), or 
both (Hutt, 1972; Springer and Deutsch, 1989).  This 
information has led to the suggestion that the structure 

et al., 2001; Allen et al., 2003; Lee et al., 2009) as well 
as fiber composition of the corpus callosum (Tomasch, 
1954; Aboitiz et al., 1992a,b,c; Liu et al., 2010).  Compa-
rable data from nonhuman primates has, however, been 
generally lacking (e.g., Le May, 1976; de Lacoste and 
Woodward, 1988; LaMantia and Rakic, 1990a,b; Hollo-
way and Heilbroner, 1991; Dunham and Hopkins, 2006; 
Phillips et al., 2007).  The paucity of information on the 
primate corpus callosum has prevented further explora-
tion of the origin, evolution, and functional significance 
of sex differences in the primate brain.  Nevertheless, 
the limited information that is available for human and 
nonhuman primates provides provocative data concern-
ing the above issues.  In addition, the present study adds 
to the current knowledge of and provides new informa-
tion on sex differences of this structure in M. fascicularis 
and P. troglodytes.  

Sex differences in the corpus callosum of 
humans

The human corpus callosum has been the subject 
of extensive study relating to its involvement in a num-
ber of diseases such as: Down’s syndrome (Wang et al., 
1992; Kivitie-Kallio et al., 1998), epilepsy (e.g. Khanna 
et al., 1994; Hermann et al., 2003), amyotrophic lateral 
sclerosis (Yamauchi et al., 1995), Alzheimer’s (Vermer-
sch, 1996; Thompson et al., 1998), attention-deficit hy-
peractivity disorder (Baumgardner et al., 1996; Lyoo et 
al., 1996), autism (Piven et al., 1997; Manes et al., 1999), 
schizophrenia (e.g., Coger and Serafetinides, 1990; 
Raine et al., 1990; Hoff et al., 1994; Cowell et al., 1996; 
McCarley et al., 1999; Meisenzahl et al., 1999; Narr et 
al., 2000; Panizzon et al., 2003), Williams syndrome 
(Schmitt et al., 2001), Marchiafava-Bignami disease 
(Shiota et al., 1996), Tourette syndrome (Baumgardner 
et al., 1996; Mostofsky et al., 1999), dyslexia (Rumsey et 
al., 1996; Robichon and Habib, 1998) and other speech 
associated deficiencies seen when the corpus callosum 
is sectioned (Kaga et al., 1990; Davidson and Hugdahl, 
1995).  These studies, however, have done little to dis-
cern the sex differences associated with this structure.

Early studies on the corpus callosum found no differ-
ences in sex based on size and shape (Bean, 1906; Mall, 
1909).  However, subsequent research of this kind on 
the corpus callosum remained dormant until de Lacoste-
Utamsing and Holloway (1982) re-addressed the issue.  
De Lacoste-Utamsing and Holloway took into account 
what Mall (1909) had stressed earlier, namely that brain 
size must be considered when suggesting dimorphism in 
brain morphology.  They concluded that while the area 
differences between males and females may be small, 
they are nevertheless significant.  Subsequent studies in 
this area have produced varying results.  Some studies 
have suggested that there is sexual dimorphism in the 
corpus callosum (de Lacoste, 1981; de Lacoste-Uta-
msing and Holloway, 1982; Witelson, 1985; Holloway 
and de Lacoste, 1986; Yoshii et al., 1986; Reinarz et al., 
1988; Clarke et al, 1989; Hayakawa et al., 1989; Witel-
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that one variable that may account for the differences 
discussed above (i.e., the significant reduction in the size 
of the corpus callosum and fiber density in schizophrenic 
females) is the presence of increased lateralization or im-
pairment of hemispheric communication in schizophre-
nia.  Moreover, the significant difference in fiber density 
between normal males and females may explain certain 
cognitive differences between the sexes.

More recently, Westerhausen et al. (2003) did a 
study to see if gender is associated with microstructural 
differences in the human corpus callosum.  They did find 
sex differences in the microarchitecture of the callosal 
pathways.  This study was the first to find sex differences 
in the anisotropy of the corpus callosum (Westerhausen 
et al., 2003).  Westerhausen et al. (2003) found a higher 
anisotropy value in the corpus callosum of the male sub-
jects, which could result from fewer myelinated fibers 
and a lower density of fibers in the males.  In a newer 
study by Westerhausen et al. (2004), the results were ba-
sically the same with the male subjects showing higher 
anisotropy than females and with higher anisotropy val-
ues in the posterior third as compared to the genu region.  
The males had a larger midsagittal area of the corpus 
callosum and a larger callosal area consisting of myelin 
than females (Westerhausen et al., 2004).  In a recent 
study by Shin et al. (2005), they found decreased frac-
tional anisotropy in the female corpus callosum as com-
pared with that of the male, and conclude that the corpus 
callosum is a region of sex differences. 

Sex differences in the corpus callosum of 
nonhuman primates and rodents

While studies such as Aboitiz et al. (1992a,b,c) 
and Highly et al. (1999) on humans have begun to ad-
dress the question of the reality of gender-related differ-
ences in the corpus callosum, they have not completed 
the journey.  Beginning with deLacoste-Utamsing and 
Holloway (1982), there have been many studies coming 
down on either side of the question.  Obtaining an unam-
biguous answer is important, since the corpus callosum 
plays such an important role in lateralization of function 
in the brain, most importantly vision (Demeter et al., 
1990; Payne, 1990; Krubitzer and Kaas, 1993; Vercelli 
and Innocenti, 1993; Intriligator et al., 2000) and speech 
(Kertesz et al., 1987; O’Kusky et al., 1988; Kaga et al., 
1990; Galaburda, 1995; Preis et al., 2000).  While all 
aspects of the human corpus callosum cannot be gleaned 
from studies on other mammals, examinations of this 
structure, however, in two particular mammalian groups, 
rodents and nonhuman primates, have provided clues 
about the function of the corpus callosum and its regions.  

In response to the supposition of sex differences 
in the splenium of the corpus callosum in humans by 
de Lacoste and Holloway (1982), Juraska and Kopcik 
(1988) began to examine the development of sex dif-
ferences in the corpus callosum of rats to determine 
the stimuli required to produce sex differences in this 
structure.  In the first of a series of studies on the rat 

of the corpus callosum is responsible for certain sex dif-
ferences in cerebral lateralization (de Lacoste-Utamsing 
and Holloway, 1982; Witelson and Kigar, 1987; Witel-
son, 1989; Holloway, 1990; Pulvermuller and Mohr, 
1996; Funnell et al., 2000b). 

Few studies have addressed the nature of the hu-
man corpus callosum on a histological level (Tomasch, 
1954; Aboitiz et al., 1989, 1992b; Highley et al., 1999).  
Tomasch (1954) conducted the first study focused on 
the fiber composition of the corpus callosum.  While he 
did not include any females in his study, Tomasch es-
tablished the corpus callosum as the primary interhemi-
spheric pathway. Later, Aboitiz et al. (1989, 1992a,b,c) 
reexamined the topic of fiber composition of the human 
corpus callosum.  Unlike Tomasch (1954), Aboitiz et al. 
(1989, 1992a,b) included females in their sample.  This 
allowed for a comparison of fiber numbers and types 
between sexes.  From their examination of ten males 
and ten females they concluded that any differences in 
either total fiber number or fiber type were not statisti-
cally significant.  While it was found that females posses 
more large myelinated fibers (> 3mm) than males, this 
difference was statistically insignificant.  In addition, 
males were found to have more small myelinated fibers 
(< 3mm), yet this difference was also statistically insig-
nificant.  These results suggest that sex differences in the 
corpus callosum are not evident in the overall fiber com-
position of this structure.  Although they do not specifi-
cally propose that sex differences in fiber composition 
may occur within certain callosal subsections, their data 
suggest that such differences may occur within certain 
regions such as the isthmus and midbody (Aboitiz et 
al., 1992a, 1996).  While the above studies by Tomasch 
(1954) and Aboitiz et al., (1992a,b,c, 1996) have led to a 
greater understanding of the neuronal contribution to the 
corpus callosum, there is still a gap in studies on sexual 
differences that explain the cognitive differences seen 
between human males and females.

With regard to sex differences and pathology, 
Highly et al. (1999) found that there is a significant sex 
difference in the density of callosal fibers in normal and 
schizophrenic subjects.  In the normal sample midsag-
ittal area of the corpus callosum was not significantly 
different between males and females.  However, nor-
mal females had a statistically significant greater den-
sity of callosal axons than males, especially in the sple-
nium.  The converse was found in schizophrenics.  Male 
schizophrenics had a greater axon density in all callosal 
regions, especially in the splenium.  A sex specific trend 
that occurs in schizophrenia is that along with a general 
reduction in brain size females exhibit a concordant re-
duction in fiber density in the corpus callosum, while 
males do not show a significant change.  Why females 
show a dramatic reduction in the density of fibers pass-
ing through the corpus callosum, although the overall 
size of the corpus callosum, save the splenium, is not 
reduced from normal subjects, is difficult to discern.  
Highly et al. (1999) and Crow et al. (1998) conjecture 

Broadfield 4 217



Broadfield 4 217

be noted that the four primate groups used in the above 
study (pongids, cercopithecoids, ceboids, and strepsi-
rhines) are comprised of thirty-four species.  Thus, their 
results are merely suggestive of sex differences in pri-
mate groups and not specific species.  Other primate stud-
ies in which species were not combined show less sexual 
dimorphism in the corpus callosum than was previously 
suspected.  Holloway and Heilbroner (1992) report that 
there are no sex differences in the corpus callosum or its 
subsections relative to brain size in M. mulatta, M. fas-
cicularis, Callithrix jacchus, or Saguinus oedipus.  Only 
M. mulatta demonstrated a slight sexual difference in 
the width of the splenium, with males being larger than 
females.  Separately, Franklin et al. (2000) suggested 
that the total area of the corpus callosum is larger in M. 
mulatta males than females.  They also showed that fe-
males possess a larger splenium. While these results are 
contrary to those of Holloway and Heilbroner (1992), it 
should be noted that the results of Franklin et al., (2000) 
are based on raw data and not relative measurements.  
Thus, these results merely serve to complicate the issue 
of sex differences in the corpus callosum.  More recently, 
Phillips et al. (2007) demonstrated that female capuchin 
monkeys possess a larger corpus callosum compared to 
males with regard to overall size and posterior subre-
gional measurements.

While the above studies have sought to determine 
sex differences in the corpus callosum of nonhuman 
primates based on total callosal area or subsectional ar-
eas, few studies have attempted to address the question 
of fiber differences in this important structure. Seltzer 
and Pandya (1983), Gould et al. (1986), O’Kusky et al. 
(1988), and Beck and Kaas (1994) have examined the 
topography of the nonhuman primate corpus callosum; 
however, these studies did not address the issue of sex 
differences.  LaMantia and Rakic (1990a) also examined 
the development and topography of the nonhuman pri-
mate corpus callosum.  In addition to their primary data, 
they also include anecdotal data on sex differences in the 
fiber composition of the corpus callosum in M. mulatta.  
In a comparison of two age- and brain weight-matched 
individuals, the male possessed 10 million more axons 
than the female, although the female’s corpus callosum 
was larger.  While this difference appears large, they 
suggest that the disparity could quickly disappear with a 
larger sample, since the corpus callosum normally con-
tains fifty to sixty million axons in M. mulatta.

In general there is a paucity of data on sex differ-
ences in the corpus callosum of nonhuman primates.  
While the above studies have provided intriguing clues to 
the lack of definitive sex differences in this structure, the 
disparity of their results mandates the need for additional 
data, especially in species such as Pan.  This includes in-
formation on the relative size of the corpus callosum in 
individual species as well as supplementary data on the 
fiber composition of this structure.  Such data are impor-
tant to understanding the function, development and evo-
lution of human and nonhuman primate brains. 

corpus callosum, Juraska and Kopcik (1988) found no 
sex differences in the size of the corpus callosum in rats 
that had either been raised in a complex environment 
or isolation, albeit they used only gross measurements.  
They did, however, find that females possessed more 
unmyelinated axons than males regardless of environ-
ment.  In addition, females that were raised in a complex 
environment had more myelinated axons than similarly 
raised males, although males tended to have larger my-
elinated axons passing through the corpus callosum.  The 
relevance of this study was to show that although mor-
phological sex differences may not exist in the midsagit-
tal area of the corpus callosum in humans, it is possible 
that axonal differences do exist.  It also demonstrated 
that environmental conditions may influence the compo-
sition of this structure.  

Subsequent studies on the corpus callosum have 
revealed sex differences in the fiber composition of the 
splenium.  While there are no significant sex differences 
in the total number of axons passing through the sple-
nium, there are sex differences in the types of axons in it.  
Females tend to possess more unmyelinated axons than 
males.  In contrast, males possess larger myelinated ax-
ons than females (Kopcik et al., 1992; Mack et al., 1995; 
Kim et al., 1996).  The production of the differences is 
currently a subject of debate.  Are the differences merely 
environmental and thus developmental (Juraska and Kop-
cik, 1988; Kopcik et al., 1992; Kim and Juraska, 1997; 
Nuñez et al., 2000), or are they based purely on hormonal 
influences (Fitch et al., 1991; Mack et al., 1996; Bishop 
and Wahlsten, 1999; Bimonte et al., 2000)?

Many studies have focused on the sexual dimor-
phism of the human brain (Mall, 1909; Kimura, 1992; 
see McGlone, 1980; Falk, 1997 for reviews), but few 
have examined the issue in nonhuman primates (Le 
May, 1976; de Lacoste and Woodward, 1988; Falk et al., 
1999; Franklin et al., 2000; Dunham and Hopkins, 2006; 
Phillips et al., 2007).  At the same time most of the re-
search that has been performed on sexual dimorphism in 
the brain of primates has had more to do with morphol-
ogy than with the actual composition of this organ.  The 
distribution of callosal fibers in nonhuman primates has 
been demonstrated several times (Seltzer and Pandya, 
1983; Gould et al., 1986; O’Kusky et al., 1988; LaMan-
tia and Rakic, 1990a,b; Beck and Kaas, 1994).  Although 
LaMantia and Rakic (1990) approached gender differ-
ences in the course of their study, differences between 
the sexes with regard to fiber composition have yet to be 
sufficiently and specifically addressed.

De Lacoste and Woodward (1988) examined the 
midsagittal area of the corpus callosum in pongids, cer-
copithecoids, cebids, and strepsirhines.  They found sex 
differences in the size of the corpus callosum and the 
width of the splenium relative to brain size in pongids.  
They also found sex differences in the size of the corpus 
callosum relative to brain size in strepsirhines.  While 
these results would suggest that sex differences in the 
corpus callosum exist in certain primate groups, it should 
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Fig. 2. Diagram of the midsagittal view of the corpus callosum of an adult human, showing the regional subdivisions. S: 
splenium, I: isthmus, PM: midbody, posterior midbody, AM: midbody, anterior midbody, RB: genu, rostral body, 
G: genu, R: rostrum. (after Witelson, 1989)

Fig. 3. Midsagittal view of the brain of Pan troglodytes, showing the radial-line method of callosal division. 1: splenium, 
2: isthmus, 3: posterior midbody, 4: anterior midbody, 5: rostral body, 6: genu/rostrum.
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sex differences in the morphological dimensions of this 
structure, it was determined that a histological study of a 
small number of select individuals would be performed 
in order to demonstrate this assumption in a timely man-
ner.  The region chosen for this portion of the study is 
the splenium, since it is this callosal region that has argu-
ably undergone the most significant evolutionary change 
and is most sexually dimorphic in modern humans (de 
Lacoste and Holloway, 1982; Holloway, 1990).

The splenium in four M. fascicularis, two individu-
als of each sex (male n = 2, female n = 2), and five P. 
troglodytes (male n = 2, female n = 3) were embedded in 
Epon and sliced into ultrathin sections (< 0.5µm).  The 
sections were then stained with toluidine bluse and ex-
amine using a Zeiss Axioskop light microscope.  Using 
bright field emission and a 40x objective lens, histologi-
cal samples were examined for myelin and cellular in-
tegrity.  Samples which did not meet specific criteria for 
myelin integrity were rejected.  Each of the M. fascicu-
laris individuals chosen for study was deemed appropri-
ate for study, since none of these individuals exhibited 
any myelin or cellular degradation.  Three of the five P. 
troglodytes specimens (YN88-256, YN92-115, YN95-
60) were rejected, since all exhibited significant and se-
vere myelin and cellular degradation.  Thus, a single P. 
troglodytes female (YN94-67) and single P. troglodytes 
male (YN97-139) were selected.  Once the integrity of 
the specimens was determined, splenial fiber counts 
were achieved using a 100x oil immersion objective and 
digital capture.  Analysis of the total number of fibers in 
the splenium was determined using IPLab 3.1 (Scanalyt-
ics, Inc.).

RESulTS

Macaca
For M. fascicularis, males on average possess an ab-

solutely larger corpus callosum than females.  However, 
when these results are standardized according to brain 
weight the differences between males and females for 
total callosal area disappears and are statistically insig-
nificant.  Such a result indicates that any cognitive dif-
ferences between males and females of this species are 
probably caused by the overall structure of the corpus 
callosum.  In addition, they would also suggest that sex 
differences in this structure as seen in modern humans 
(see de Lacoste and Holloway, 1982) likely do not have 
their origins within the cercopithecoid clade.  However, 
this conclusion may be somewhat presumptuous at this 
stage when discussing the results of this research, be-
cause it assumes that evolution of the corpus callosum 
results in an overall change in this structure rather than a 
mosaic alteration. 

M. fascicularis does not exhibit any statistically sig-
nificant difference between males and females either in 
the absolute or relative size of the genu.  The lack of sex 
differences in this area is unsurprising, since the genu is 

mETHoDS

Corpus callosal measurements were performed us-
ing postmortem specimens of M. fascicularis (male n = 
20, female n = 20) derived from the collections of Dr. 
Patrick Gannon (then housed in the Department of Oto-
laryngology, The Mount Sinai School of Medicine) and 
the laboratory of Dr. Ralph Holloway, Department of 
Anthropology, Columbia University. Brains of P. trog-
lodytes (male n = 11, female n = 12) for this study were 
obtained from Yerkes Regional Primate Center, Emory 
University (n = 7 brain tissue, n = 6 MRI), the Depart-
ment of Mammals at the National Museum of Natural 
History, Smithsonian Institution (n = 6), and the collec-
tion of Dr. Ralph Holloway (n = 4). 

Morphological analysis
The corpus callosum has been traditionally parcelled 

into five regions.  Although there are no anatomical or 
histological landmarks defining each region, they can 
be defined according to a straight rostrocaudal length, 
dividing the corpus callosum into thirds and fifths to de-
lineate each region (Mall, 1909; de Lacoste and Hollo-
way, 1982; Witelson, 1989; Aboitiz et al., 1992a,b).  The 
different callosal regions defined by this method are (i) 
rostrum (anterior one-third); (ii) genu (area between the 
anterior one-fifth and anterior one-third); (iii) midbody 
(middle one-third); (iv) isthmus (area between the pos-
terior one-third and posterior one-fifth); (v) splenium 
(posterior one-fifth) (Fig. 2).  Further, some research-
ers (Aboitiz et al., 1992a) divide the midbody into an 
anterior midbody (area between the anterior one-third 
and one-half) and posterior midbody (area between the 
posterior one-half and one-third) (Fig. 3).  As a result 
of these differences in allocating the callosal subregions 
both methods of the dividing the corpus callosum into 
either five (straight-line method) or six (radial line) parts 
were used.

Absolute measurements on the total callosal area 
and the areas of its regions were recorded using SigmaS-
can Pro (SPSS Science).  In addition, statistical calcula-
tions were performed using absolute measurements.  The 
final analyses of the areas calculated on the corpus cal-
losum and the conclusions drawn from these analyses 
were, however, conducted using only standardized mea-
surements, utilizing Jerison’s (1973) slope. 

(CC measure)/(Brain Weight)2/3 (1)

Histological analysis
Millions of axons of different diameters traverse the 

corpus callosum.  Given the large number of axons oc-
cupying any given area in the corpus callosum, sex dif-
ferences may be manifested in subtle aspects unavailable 
through purely morphological measurements.  While it 
is prudent to assume that there are no sex differences 
in the fiber composition of the corpus callosum in the 
subjects examined here given the considerable lack of 
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hypothesis that there are sex differences in the corpus 
callosum of cercopithecines would be true.  

Pan 
Female P. troglodytes possess an absolutely and 

relatively larger corpus callosum.  However, these dif-
ferences are statistically insignificant.  Despite the lack 
of a significant difference between males and females, it 
is worth noting that unlike M. fascicularis the corpus cal-
losum in P. troglodytes trends toward being larger in fe-
males. Measurements of total callosal area provide some 
information regarding the presence of sexual differences 
of the structure, but they do not provide specific infor-
mation that may be useful for the assessment of possible 
lobular or cognitive differences in the brain.  To gain in-
sight into such differences when examining the midline 
profile of the corpus callosum it is necessary to examine 
callosal regions.  Below the results for each region are 
discussed. 

The genu as defined using the straight-line method 
is roughly equivalent to the genu and rostral body as de-
fined through the radial-line method.  As such these areas 
occupying the anterior one-fifth of the corpus callosum 
will be referred to as the genu here.  For both the straight 
and radial-line methods females possess an absolutely 
larger genu than males.  However, the relative values 
of this structure do not indicate any difference between 
males and females.  In addition, there is no statistical 
difference between males and females in the genu.  The 
lack of a significant difference between males and fe-
males in the genu means that sex differences in this re-
gion as displayed in humans (Witelson, 1989) must have 
evolved after the ape-human split.

Both the absolute and relative values for midbody 
area differences between males and females are statisti-
cally insignificant for P. troglodytes.  The averages for 
the anterior and posterior midbody using the straight-line 
and radial-line methods display significant overlap, such 
that there is no apparent trend towards one sex possess-
ing a slightly larger midbody than the other.  For exam-
ple, the greatest difference between males and females 
occurs when the averages of the relative size of the an-
terior midbody as defined using the straight-line method 
are compared.  The average relative size of the anterior 
midbody is 0.0095cm2 for females and 0.0086cm2 for 
males.  However, the standard deviation of the sample 
is large, and thus there is a significant degree of overlap.  
The lack of sexual differences in this area, though, is ex-
pected, since the areas of the brain connected by fibers 
passing through this region have not become highly spe-
cialized over the course of primate evolution.  Moreover, 
humans do not display any sexual differences in this area 
(Witelson, 1989), and as such it is not expected that Pan 
would.

The isthmus of the human corpus callosum displays 
sexual dimorphism with females possessing a relatively 
larger isthmus than males (Witelson, 1989; Steinmetz et 
al., 1992; see also Davatzikos and Resnick, 1998).  Due 

thought to connect portions of the motor cortex as well 
as areas within the prefrontal cortex (Pandya et al., 1971; 
de Lacoste, 1981; Seltzer and Pandya, 1983; Barbas and 
Pandya, 1984).  Differences in this region should not be 
suspected, simply because there is little information to 
suggest that male and female members of M. fascicularis 
differ from each other with regard to motor skills.  In 
addition, while fibers traversing this region of the cor-
pus callosum connect portions of the orbitofrontal cor-
tex, which is important for both memory and behavior 
(Parker et al., 1997), there is little information in Macaca 
suggesting that males and females differ significantly in 
these tasks (Lacreuse et al., 1999).

The anterior and posterior midbodies represent the 
two divisions of the midbody defined using the straight 
and radial line methods.  The anterior portion of this 
region contains interhemispheric fibers connecting the 
primary, secondary, and supplementary motor cortices, 
while the posterior portion connects primary and sec-
ondary sensory areas (Pandya et al., 1969; de Lacoste, 
1981; Pandya and Seltzer, 1986).  In addition, the pos-
terior portion of the midbody possesses fibers connect-
ing the postcentral and posterior parietal lobe as well as 
portions of the superior and inferior temporal lobes (de 
Lacoste, 1981; Seltzer and Pandya, 1983; LaMantia and 
Rakic, 1990a).  Despite the complexity of the connec-
tions passing through this region, the midbody areas for 
males and females of M. fascicularis do not differ signif-
icantly from each other.  Albeit these results are not un-
usual when compared to the human data (Oppenheim et 
al., 1987; Allen et al., 1991; Witelson, 1989; Matano and 
Nakano, 1998), they are somewhat unexpected given the 
role of callosal axons passing through the midbody in 
sexually dimorphic tasks.

The splenium represents the region of the corpus 
callosum that has often been found to exhibit sexual di-
morphism in humans (Holloway, 1990; Holloway et al., 
1993; Davatzikos and Resnick, 1998).  Moreover, area 
differences between males and females do not appear to 
be the result of isometric expansion of the splenium in 
one sex versus the other.  Instead the relatively larger 
splenium of human females is also more bulbous than 
that of males (de Lacoste and Holloway, 1982; Holloway 
et al., 1993; Davatzikos and Resnick, 1998).  Since the 
splenium is responsible for connecting occipital, tem-
poral, and posterior parietal areas of the brain (Pandya 
and Seltzer, 1986; Gazzaniga, 2000), it is possible that 
these area and form differences may be related to sex 
differences in visuospatial, language, and somatosensory 
cognitive functions. 

The splenium of the M. fascicularis sample used 
in this study did not exhibit any sex differences.  While 
males possessed absolutely larger splenia using the 
straight and radial-line methods, this difference was 
eliminated when brain size was taken into account.  In 
fact, the samples overlap entirely.  Since the composi-
tion and form of the corpus callosum appears to be the 
result of cortical size and function, it is unlikely that the 
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in the number of fibers comprising that area. 
In humans, Aboitiz et al. (1992a) found no apprecia-

ble difference between males and females in the number 
of fibers comprising the corpus callosum.  This would 
indicate that even apparent sexual differences in the size 
of the corpus callosum do not impart any correlation to 
its composition.  Aboitiz et al. (1992a) predict that the 
area of the corpus callosum is a good indicator of the 
number of fibers contained in it.  However, they go on 
to acknowledge that this predictive hypothesis may not 
be accurate for estimating the number of gigantic fibers 
(> 3µm in diameter).  For this reason it is not possible 
to propose the presence or lack of sex difference in the 
corpus callosum by merely estimating the total numbers 
of fibers it contains.  Instead it is necessary to addition-
ally account for the types of fibers comprising the corpus 
callosum.  Thus, counting the total number of fibers in 
the corpus callosum is only one step to the conclusion of 
assessing sexual dimorphism in this structure.  

There is no significant difference between M. fas-
cicularis males and females with regard to fiber type 
(Fig. 4; Table 1).  While these results combined with 
those from other aspects of this study conclusively show 
that there are no sex differences in the corpus callo-
sum of this species, they can be discussed descriptively 
to provide information that may be useful for drawing 
a hypothesis on the evolution of sex differences in the 
brain.  Males of this species tend to possess more me-
dium, large, and very large axons than females.  Females 
conversely tend to possess more small axons than males.  
While the differences between males and females are 
not statistically significant, this descriptive information 
does offer some insight into relative differences between 
males and females.  

The differences between the male and female P. trog-
lodytes sampled do not appear to be significant (Table 2).  
Proportionally, the female possesses a greater number of 
fibers than the male, but based on data from macaques 
(LaMantia and Rakic, 1990a) and humans (Aboitiz et 
al., 1992a; Highley et al., 1999) this type of variation 
between individuals for total callosal axon number is 
not unusual.  While the difference in the total number 
of axons in the corpus callosum between the male and 
female sampled demonstrate that sex differences in this 
structure most likely do not exist, it is, nevertheless, pos-
sible to discuss the general differences in the types of 
fibers found in the splenium of these individuals.

The male P. troglodytes sampled possesses more 
small and large diameter axons than the female, while 
the female possesses more medium, very large, and gi-
ant axons than the male.  While this cannot be tested 
statistically due to the small sample size, it can be as-
sumed by examining the number of axons in each cat-
egory and their percentage to the total number of axons 
that there is not sexual dimorphism with regard to types 
of fibers in the splenium of the corpus callosum.  This 
data can provide basic descriptive information regard-
ing possible sex differences in this species and the evo-

to this relationship it is hypothesized that female P. trog-
lodytes may also possess a relatively larger isthmus.  In-
deed females possess an absolutely and relatively larger 
isthmus on average as defined using the straight-line 
method.  However, there is a large degree of overlap 
between the two samples, and thus there is not a statis-
tically significant relationship between sex and isthmus 
size.  This means that any statistically significant sex dif-
ferences in this region are unique to humans, and must 
have evolved after the ape-human split.  Alternately, 
chimps may have retained the earliest trends toward such 
a dimorphism.

The splenium of the corpus callosum has been an area 
of intense interest in human studies (de Lacoste and Hol-
loway, 1982; Oppenheim et al., 1986; Holloway, 1990, 
1993).  Bean (1906) had first described the splenium 
of females as being different from males.  Later stud-
ies found similar differences and described the female 
splenium as more bulbous.  This general description has 
become useful in identifying the corpus callosum of hu-
man females, although the functional significance of this 
morphology has not been deciphered.  Some researchers, 
though, have suggested that despite this general morpho-
logical dissimilarity between males and females sex dif-
ferences in the human splenium do not exist (e.g., Wi-
telson, 1989).  Due to the disparity of splenial data from 
humans it is not possible to predict the presence of sex 
differences in this region in P. troglodytes.  Indeed, there 
is not a significant difference between male and female 
P. troglodytes for area measurements of the splenium us-
ing the straight or radial line method.  

Histology
Regional and total area measurements of the corpus 

callosum provide useful information of the overall struc-
ture of this interhemispheric highway.  In their study of 
the composition of the corpus callosum, LaMantia and 
Rakic (1990a) found no appreciable difference between 
a single male and female M. mulatta for the total num-
ber of fibers comprising this structure.  Concurring with 
LaMantia and Rakic (1990a), this current study found 
no difference in the number of fibers comprising the 
splenium as well as the total number of fibers inferred to 
compose the entire corpus callosum in both M. fascicu-
laris and P. troglodytes.  This is consistent with results 
on morphological measurements of total and regional 
callosal area (LaMantia and Rakic, 1990a; Aboitiz et al., 
1992a; see also Highley, 1999).  However, contra to La-
Mantia and Rakic, (1990a) who suggest that males have 
slightly more axons in the corpus callosum than females, 
this study found that females possess slightly more ax-
ons than males.  From this it can be assumed that there 
is a large degree of variability expressed in Macaca with 
regard to the total number of axons in the corpus callo-
sum.  In addition, this study concurs with the conclusion 
of Aboitiz et al. (1992a), which states that if the overall 
area of a callosal region does not demonstrate sexual di-
morphism then one would not expect to find a difference 



222 3 The Human Brain Evolving: Papers in Honor of Ralph L. Holloway

Fig. 4. Histological section (1000x) from the splenium of Macaca fascicularis, showing the 
counting regime of the IPLab software. unsampled section. Figure B is the same 
section indicating the cells counted by IPLab. G: glial cell, B: air bubble. The latter 
features are manually removed before the end count is made.
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nonhuman primates.
Despite the apparent lack of lateralization in the 

nonhuman primate brain with regard to language, there 
have been other studies that indicate the brain of non-
human primates may be lateralized (e.g., Gannon et al., 
1998).  However, many of these studies depend on cor-
relations between handedness and a given task (Note: the 
author disagrees with the usage of the term handedness 
as it has been applied in many of the following psycho-
logical studies and prefers the term hand preference).  
For example, Bard et al. (1990) found that P. troglodytes 
displays a general right hand preference during feeding 
behaviors.  At the same time Hopkins (1990) found that 
P. troglodytes and Pongo display a general right hand 
preference in an experimental model requiring subjects 
to manipulate a joystick (see also review by Hopkins 
and Morris, 1993).  Later, Hopkins and his colleagues 
have correlated hand preference to birth order (Hopkins 
and Dahl, 2000), gestural communication (Hopkins and 
Leavens, 1998), and other manipulation tasks (Hopkins 
and Pearson, 2000).  Although these particular studies 
do not provide definitive data on the lateralization of the 
nonhuman primate brain, they do provide a means to un-
derstand the origins of laterality.  

Recent anatomical asymmetries have been noted in 
the brains of great apes but not Old World or New World 
monkeys (Hopkins and Rilling, 2000; Hopkins and Ma-
rino, 2000).  In their study on petalial patterns in primates 
using left and right anterior frontal, posterior frontal, 
parietal, and occipital cerebral width measurements on 
axial magnetic resonance images, Hopkins and Marino 
(2000) found that the great apes (Pan, Gorilla, Pongo) 
display a right-frontal, left-occipital directional asym-
metry or petalia pattern.  While there was an individual 
from each taxon that displayed the converse asymmetry, 

lution of sex differences in general.  For example, the 
female P. troglodytes possessed more medium and very 
large fibers than the male, while the female M. fascicu-
laris were found to possess only more small axons than 
the males.  This difference as expressed in Pan is simi-
lar to the result obtained by Aboitiz et al. (1992a) for 
humans, speculatively implying that the structure of the 
corpus callosum in Pan is more similar to humans than 
to cercopithecoids.  

DiSCuSSion

The conclusion of this study is that based on mea-
surements of the total midsagittal area of the corpus cal-
losum, midsagittal regional areas of the corpus callosum, 
and the number and type of axons in the splenium of 
the corpus callosum, there are no sex differences in this 
structure in M. fascicularis or P. troglodytes.  Indeed, 
neither species exhibits a statistical trend, indicating that 
one sex may possess a larger callosum, more axons, or 
more of a particular type of axon.  From these results it 
is also possible to conclude that modern humans are the 
only extant primate group that exhibits any sexual di-
morphism in the corpus callosum or its regions.  In some 
ways these results are consistent with the literature sug-
gesting specialized lateralization of the human brain and 
sex differences exhibited in lateralized cortical processes 
(e.g., Witelson, 1977; Kimura, 1980, 1983; Hugdahl et 
al., 1993; Eviatar et al., 1997; Crucian and Berenbaum, 
1998; Halpern et al., 1998; Hausmann and Gunturkun, 
1999; Vallortigara et al., 1999; Amunts et al., 2000; also 
see review by McGlone 1980).  This is because many 
lateralized processes often are related to functions of 
speech and language, which have never been isolated in 

Table 1. Splenial axon number based on axonal size for Macaca fascicularis1

Specimen Sex
Very large axons  

(≥ 2.5µm)
Large axons  
(1 - 2.5µm)

Medium axons  
(0.4 – 0.99µm)

Small axons  
(< 0.4µm)

PGM 40 F 7073 (.09) 20768 (.28) 27250 (.36) 19956 (.26)
PGM 54 F 4875 (.13) 10831 (.30) 13001 (.36)   7447 (.21)
PGM 43 M 6017 (.12) 14050 (.28) 16136 (.32) 13915 (.28)
PGM 45 M 6220 (.13) 14999 (.31) 16606 (.35)   9906 (.21)

1. Total number of axons for each axon category. Percentage to the total number of axons in the sampled area is listed 
in parentheses. Percentages are rounded up. M = male, F = female.

Table 2. Splenial axon number based on axonal size for Pan troglodytes1

Specimen Sex
Giant axons  

(≥5µm)
Very large axons 

(2.5 - 5µm)
Large axons 
(1 - 2.5µm)

Medium axons 
(0.4 – 0.99µm)

Small axons 
 (< 0.4µm)

YN94-67 F 62 (.06) 197 (.18) 277 (.25) 370 (.34) 181 (.24)
YN97-139 M 50 (.03) 276 (.18) 438 (.28) 495 (.32) 284 (.22)

1. Total number of axons for each axon category. Percentage to the total number of axons in the sampled area is listed in 
parentheses. Percentages are rounded up.
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pocampal responses, require the participation of callosal 
axons.  Moreover, males and females are dissimilar from 
each other for these and many cognitive tasks involving 
language areas (Shaywitz et al., 1995; Levin et al., 1996; 
Gur et al., 1999; see also Kimura, 1983, 1987).  

Although macaques do not possess cognitive abili-
ties approaching those of humans, studies on these non-
human primates indicate that they possess some ability 
to perform tasks such as facial recognition and recog-
nition of facial cues (Vermeire et al., 1998; Parr et al., 
2000).  While it is not currently possible to test nonhu-
man primates with PET or fMRI to determine the spe-
cific functional areas of their brain, it is possible to use 
topographic studies to draw some correlations between 
cortical anatomy and possible cognitive functions.  Work 
by de Lacoste (1981), Pandya and his colleagues (Pan-
dya et al., 1969; Seltzer and Pandya, 1983; Barbas and 
Pandya, 1984), and LaMantia and Rakic (1990a,b) indi-
cate that humans and macaques share many functional 
areas within the cerebral cortex.  From such correlations 
it is possible to hypothesize that if sex differences ex-
ist with regard to certain cognitive functions that males 
and females may demonstrate differences in the callosal 
fibers associated with those tasks.  For facial recognition 
tasks these fibers likely, in part, pass through the mid-
body of the corpus callosum.  Thus, it is probable that the 
midbody would be different between males and females.  
The data presented here, though, concur with measure-
ments on humans indicating there is no difference be-
tween males and females in the area of the midbody of 
the corpus callosum (Oppenheim et al., 1987; Allen et 
al., 1991; Witelson, 1989; Matano and Nakano, 1998).  

The above behavioral studies are restricted to Ma-
caca, but other data also provide important informa-
tion suggesting the presence of sex differences in the 
brains, and possibly the corpus callosum, of nonhuman 
primates.  Two recent studies involving P. troglodytes 
suggest that this species possesses memory and recall 
abilities that exceed those displayed by Macaca mulatta.  
In the first study, Menzel (1999) reports the ability of a 
single female P. troglodytes that retained the ability to 
recall the locations of randomly hidden objects for up 
to sixteen hours.  In the second study, Parr et al. (2000) 
report that P. troglodytes displays a greater recall of con-
specifics facial features than Macaca mulatta.  In this 
last report chimpanzee individuals were required to 
match similar pictures of conspecifics.  While both the  
Macaca mulatta individuals and chimpanzees displayed 
an equal ability to discriminate conspecifics, the Macaca 
mulatta individuals required significantly more trials to 
be able to perform the task successfully.  Although these 
reports could be described as rudimentary behavioral 
studies, they do still suggest the possible presence of 
specialization (and possibly lateralization) in the nonhu-
man primate brain.

Three final studies that are more relevant to the cur-
rent study than many of those discussed above include 
spatial experiments performed on Macaca mulatta.  This 

the results for these genera were more consistent than 
for other groups.  That is, Old and New World genera 
did not display directional asymmetry, albeit certain in-
dividuals within the M. mulatta sample did.  Working 
from the same dataset Hopkins and Rilling (2000) report 
that measured asymmetries in neocortical surface area 
and brain volume indicate that the brains of the great 
apes are more asymmetrical than those of Old and New 
World monkeys.  Moreover, this particular study sug-
gests that individuals that possess a more leftward asym-
metric brain had a smaller corpus callosum than those 
individuals that displayed rightward or no asymmetry.  
Handedness (hand preference) data collected by Hop-
kins (1995) and Westergaard et al. (1998) suggest that 
there is a general shift in primates from population-level 
left-hand preference to population right-handedness for 
quadrupedal and bipedal reaching such that Pan more 
often displays a preference for right handed reaching and 
manipulation than Old and New World primate groups.  
Moreover, individuals that display right-handedness or 
right hand preference possess a smaller corpus callosum 
as a function of neocortical surface area and brain vol-
ume (Hopkins and Rilling, 2000).  While this finding 
cannot confirm the presence of lateralized brain func-
tion in any of these species studied, especially Pan, it 
does suggest an early evolution for the development of 
lateralization.  

Experiments designed to test cognitive skills in non-
human primates, such as handedness, provide important 
data that can be used to formulate hypotheses concerning 
the origins of brain lateralization as well as the devel-
opment of sex differences in the brain.  In addition to 
handedness or hand preference studies, other behavioral 
experiments have been report that may enhance these 
evolutionary and cognitive hypotheses.  Data collected 
from memory and cognitive performance studies on non-
human primates indicate that certain male-female differ-
ences occur.  In particular, several studies have found 
that male and female M. mulatta differ from each other 
with regard to facial discrimination tasks (Buccafusco et 
al., 1999; Lacreuse et al., 1999; Parr et al., 2000).  For 
example, Buccafusco et al. (1999) reports that male M. 
mulatta performed better on memory-related tasks com-
pared to females, although these tasks required simple 
memory recall, and not recall of complex subjects.  

Complex subject recall requires the individual to 
not only recall specific subject matter, but also associ-
ated features of the item in question.  In humans such 
complex tasks are usually associated with language tasks 
(Hugdahl et al., 1993; Hadar et al., 1998; Hausmann and 
Gunturkun, 1999).  For example, when an individual is 
required to recognize familiar faces prefrontal and lat-
eral temporal regions are bilaterally activated.  However, 
when an individual is exposed to newly learned or un-
familiar faces hippocampal, parahippocampal, parietal 
and anterior temporal activation is observed (Clark et 
al., 1998; Leveroni et al., 2000).  Observations such as 
these are significant, since these tasks, except for the hip-
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laying visual information, the type of visual discrimina-
tion described by Kavcic et al. (2000) and Vermeire et 
al. (1998) can occur via the superior colliculus (Wright 
and Craggs, 1976; Sommer and Wurtz, 1998).  In addi-
tion, results showing sex differences in throwing among 
capuchin monkeys (Watson, 2001) may occur via sex 
differences in the anterior commissure (see Noonan et 
al., 1998).  Although this does not eliminate the likeli-
hood of lateralization of visual and motor components of 
the cerebral cortex in nonhuman primates, the possibil-
ity that these sex differences occur as the result of other 
hemispheric pathways explains why it is possible to sug-
gest lateralization of and sex differences in the brain of 
nonhuman primates, yet to not find sex differences in the 
corpus callosum.

In general, there is a wealth of information that 
implies the presence of lateralized function within the 
brains of macaques and chimpanzees (see above discus-
sion).  These studies, though, lack the sophistication to 
ally simple visual and motor functions of the nonhuman 
primate brain with higher cognitive processes involving 
the integration of data as seen in humans.  It is probable 
that some lateralization exists within the nonhuman pri-
mate brain, albeit not at the level present in modern hu-
mans.  Indeed, the results of Hopkins and Rilling (2000) 
study would say that the degree of lateralization is differ-
ent between macaques, chimpanzees and humans with 
humans displaying the most asymmetric brains in this 
group and macaques the least.  However, the question 
still remains, is the level of asymmetry seen in great 
ape brains sufficient to produce human-like cognitive 
functions?  

Based on behavioral data the answer remains un-
resolved.  A lack of cerebral laterality in nonhuman 
primates, though, does not preclude one from suggest-
ing that the corpus callosum would not be expected to 
display sexual dimorphism in either midsagittal area or 
axonal composition until the brain is sufficiently later-
alized in function.  This can be assumed because none 
of the above studies examines cognitive functioning at a 
level sufficient to assume the corpus callosum has been 
co-opted for the task of interhemispheric integration of 
cognitive information.  Such information could only be 
approached through invasive retrograde histology or 
PET and fMRI studies.  To conclude, the above stud-
ies are useful in understanding the evolution of the brain 
and sex differences within it, but they do not contradict 
the results of this study, which concludes that sex differ-
ences do not exist in the midsagittal area or axonal com-
position of the corpus callosum of nonhuman primates.

The uniqueness of the human brain has been dis-
cussed for thousands of years since the times of the 
Egyptians, Aristotle, and Descartes with little resolution 
(see Finger, 1994).  Moreover, its has been a contentious 
topic in anthropology since the days of eminent neu-
roscientists/anatomists/anthropologists such as Broca, 
Smith, Dart, and Anthony (see Holloway, 1997).  There 
is, however, still disagreement concerning the advent of 

is because both of the following studies not only discuss 
the likely presence of lateralized function in parts of the 
nonhuman primate brain, but also the presence of sex 
differences on spatial tasks.  In an experiment on twenty-
six split-brain Macaca mulatta, Vermeire et al. (1998) 
found that faces were better remembered by the right 
hemisphere than the left.  In addition, they also found 
that females monkeys were more lateralized for learning 
to discriminate faces than were males.  A later study by 
Kavcic et al. (2000) agrees with the above findings that 
left hemisphere dominance for certain visual-memory 
tasks occurs in Macaca.  Finally, work by Lacreuse et al. 
(1999) shows that Macaca mulatta displays sex differ-
ences with regard to spatial ability.  However, it should 
be noted that Lacreuse et al. (2000) found a decline in 
spatial ability among males as they age, such that old 
males perform no better than old females.  Yet for any 
given age class, except this late one, males outperform 
females in spatial cognitive tasks.

The studies discussed above report provocative re-
sults that suggest the presence of lateralization for certain 
tasks in nonhuman primates.  While chimpanzees seem 
to possess greater asymmetry and cognitive abilities than 
macaques, macaques do appear to exhibit some lateral-
ization in cognitive function.  Moreover, males and fe-
males differ in some of these functional tasks.  This later 
point, though, is contradicted by the results of this study 
and those of reports such as Hopkins and Rilling (2000).  
Hopkins and Rilling (2000) suggest that the brains of 
macaques are not as lateralized as those of chimpanzees.  
This would imply that spatial, memory, or other cogni-
tive tasks are not lateralized in Old World monkeys.  In 
addition, the information provided here suggests that 
males and females should not perform differently for 
these tasks.  However, these hypotheses assume that the 
corpus callosum must be integral to all cognitive tasks.  
This, though, is not the case.  

First, the various reports that suggest lateralization 
of the nonhuman primate brain rely upon what has been 
described as handedness (more properly hand prefer-
ence) and visual capabilities.  While tasks related to 
these features may be useful in understanding cognitive 
tasks and callosal function, there is no known study that 
adequately demonstrates the existence of higher cogni-
tive processes in nonhuman primates.  Because of this 
disparity between human and nonhuman primate stud-
ies, many of the results that suggest laterality in function 
may be explained as proving not the existence of com-
plex pathways traversing the corpus callosum or specific 
lateralization of the neocortex, but as lateralization in ba-
sic mammalian cognitive tasks involving more primitive 
pathways such as the superior colliculus, anterior com-
missure, and hippocampal commissure, all of which are 
capable of carrying the type of information investigated 
in the afore mentioned reports.  

Secondly, the studies that report sex differences in 
cognitive performance utilize visual information.  While 
the splenium of the corpus callosum is important for re-
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ences between males and females in the performance of 
certain tasks.  The results for P. troglodytes, though, do 
show a tendency for females to possess a slightly larger 
corpus callosum, genu and isthmus than males, albeit 
these distinctions are not statistically significant.  In ad-
dition, distribution of the types of axons passing through 
the splenium in P. troglodytes is similar to the distribu-
tion seen in modern humans in that the female possesses 
more medium, very large, and giant axons than males 
(Aboitiz et al., 1992a).  While this does not suggest that 
the corpus callosum of humans and chimpanzees are 
similar in their composition and fiber distribution, it does 
pose an interesting question.  What level of uniqueness 
in the human corpus callosum is required to separate its 
features of form, function, and sexual dimorphism from 
that of chimpanzees?

The corpora callosa of great apes and humans are 
smaller relative to neocortical surface area and brain vol-
ume.  From this it is assumed that the brains of great apes 
and humans are more lateralized than either Old or New 
World monkeys (Rilling and Insel, 1999; Hopkins and 
Rilling, 2000; see also Gannon et al., 1998).  In addition, 
the findings of Hopkins and Marino (2000) suggest that 
the great apes possess a torque pattern similar to modern 
humans.  Despite these general comparisons, though, 
these results do not imply that the brains of great apes 
and humans are alike.  More importantly they indicate 
that the evolution of the human brain has been largely 
the result of a long, continuous evolution throughout pri-
mate history, and not rapid punctuated change, albeit this 
is conjecture.  These studies as well as those testing for 
lateralization of the brain for certain cognitive and motor 
functions do suggest that Pan possesses a more lateral-
ized brain than its cercopithecoid relatives.  However, 
data on Pan behavioral, motor, and visual tasks do not 
suggest that Pan possesses a degree of lateralization in 
the cerebral cortex that would permit cognitive function-
ing beyond the level of a modern human two year old 
child (Deacon, 1997; Savage-Rumbaugh et al., 1998).  
The fact that Pan may possess a degree of lateraliza-
tion approaching but not mimicking the human condi-
tion helps to explain why Pan would display a callosal 
morphology and composition similar to humans yet not 
possess similar cognitive characteristics.  This observa-
tion that the brain and corpus callosum of Pan are similar 
but not the same as those of modern humans also ex-
plains why one does not find sex differences in the cor-
pus callosum.  That is, the brain of Pan has not become 
sufficiently specialized at the species level to permit the 
development of measurable sex differences in neocorti-
cal components and the corpus callosum.

There are several cognitive differences between 
males and females.  These include differences with re-
gard to visuospatial, motor, and language skills.  While 
it is likely that visuospatial and motor skills contributed 
to the expansion and reorganization of the hominin brain 
(Holloway, 1970), one can argue that the most significant 
consequence of human evolution in general and human 

human-like features in the brain, which eventually led 
to human cognitive abilities.  Recently, Ambrose (2001) 
has revived an idea first proposed by Holloway (1970) 
and later revisited by Calvin (1983, 1993) and Wilson 
(1998) hypothesizing that the need for accurate throw-
ing and tool making skills created selective pressures for 
advancement of the hominin brain, and in turn the devel-
opment of sex differences in the cerebral cortex.  These 
selective pressures also aided the development of sex 
differences in the modern human brain.  While there are 
other hypotheses for the evolution of the human brain 
(e.g., Tobias, 1971; Jerison, 1973; Gould, 1977; Gould 
and Lewontin; 1979; Falk, 1990), few have been visited 
as frequently as Holloway’s “throwing theory”.  This, 
though, has not quelled the debate of general human 
brain evolution or the development of sex differences in 
the brain, since the data that may be used for such stud-
ies is merely corroborative.  The paucity of endocasts in 
the fossil record and the limitations of endocasts restrict 
their ability to provide conclusive answers of primate 
brain evolution.  In addition, behavioral data on human 
and nonhuman primate subjects can provide informa-
tion on cortical and cognitive functions of extant brains.  
However, an examination of both types of data, fossil 
and living, can be used to develop robust theories of 
brain evolution.  In the case of this study it is possible to 
propose a hypothesis about the advent of sex differences 
in the corpus callosum of the primate brain.

The results of this study indicate that sex differences 
in the corpus callosum did not develop until after the 
ape-human split some 7 – 5 million years ago.  Indeed, 
sex differences in this interhemispheric pathway may not 
have developed until the advent of our own species some 
200,000 years ago.  Neither M. fascicularis nor P. troglo-
dytes display sex differences in total callosal area or the 
area of individual callosal regions.  Moreover, neither 
species shows a difference between males and females 
for the number or types of fibers comprising the sple-
nium of the corpus callosum.  One would be inclined 
to conclude that these statements are possible, since the 
results do not exhibit statistical significance or a statisti-
cal trend.  

From the results obtained here it seems apparent 
that sex differences in certain cognitive features repre-
sent an evolutionarily recent phenomenon.  However, 
the finality of these results should be questioned, since 
it is difficult to assume that sex differences in the corpus 
callosum and cognition must be statistically significant.  
While the results reported here are not significant, lend-
ing confidence to the conclusions discussed above, the 
general patterning of sex differences in M. fascicularis 
versus P. troglodytes may provide important clues as to 
when sex differences resulting in differences in cognitive 
performance came about.  The results for M. fascicularis 
show that there is complete overlap in the relative size 
of the corpus callosum and its regions between males 
and females.  From this it is possible to conclude that the 
corpus callosum is not wholly responsible for the differ-
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al., 1993; Halpern et al., 1998; de Courten-Myers, 1999; 
Hausmann and Gunturkun, 1999; Amunts et al., 2000).  
Yet, each sexually dimorphic skill does not correlate to 
an equally sexually dimorphic neuroanatomical area, 
albeit certain areas such as the motor cortex do exhibit 
direct correlations (de Courten-Myers, 1999; Amunts et 
al., 2000).  Nevertheless, these gaps in human research 
leave the question of how sexually dimorphic the sple-
nium must be to permit one sex to possess greater inte-
grative capabilities with regard to language and visuo-
spatial skills remains unresolved.  Without the resolution 
of these particular issues the specific role of sex differ-
ences in the corpus callosum will remain uncertain.

The when, where, why and how of the evolution 
of language are questions that are not easily answered.  
This is because data relevant to these questions must be 
derived from at least three mutually exclusive categories: 
living nonhuman primates, living humans, and endocasts 
of fossils.  As mentioned above communicative infor-
mation in nonhuman primates like that being produced 
by Sue Savage-Rumbaugh and others attest to the level 
of skill in species such as P. troglodytes and P. panis-
cus.  However, these studies do not specifically prove 
the existence of language or language areas in nonhu-
man primates or Pan in particular.  They do, though, 
shed some light on the development of language.  Based 
on these behavioral studies and the anatomical studies 
mentioned above, it is possible that Pan possesses cer-
tain brain structures and a degree of cerebral lateraliza-
tion that permit Pan to communicate at a level beyond 
other nonhuman primates.  Though this level of cerebral 
and cognitive development is not the same as displayed 
by humans, it does provide provocative evidence for the 
existence of a cerebral archetype early in human evolu-
tion rather than the arise of areas such as Broca’s and 
Wernicke’s de novo in Homo sapiens. 

The fossil record appears to support this claim.  Al-
though endocasts of australopiths do not appear to be 
significantly different from Pan, later species such as 
Homo habilis and Homo erectus do begin to display 
human-like proportions and features (Tobias, 1975; Hol-
loway, 1981a,b; Broadfield et al., 2001).  The presence, 
though, of human-like features does not necessarily con-
fer the capacity for modern human speech and language 
on any species other than modern humans.  However, 
they do indicate that the development of neuroanatomi-
cal features related to speech, language, and visuospatial 
skills may have existed long before the arrival of Homo 
sapiens.  As to the role of these features for the develop-
ment of sex differences in the corpus callosum, in par-
ticular the splenium, the development of certain higher 
cognitive features of the brain should precede the devel-
opment of sex differences in those functions (speech, 
language, and visuospatial skills) as well as sex differ-
ences in the neuroanatomical structures related to those 
functions.  Sex differences in the corpus callosum would 
thus not be expected in taxa such as Pan and Macaca, 
since neither species possesses the neuroanatomical sub-

brain evolution specifically has been the development of 
complex language abilities. 

The similarities between the brain and corpus cal-
losum of Pan and humans can be used to express the 
uniqueness of each species.  As discussed above, Pan 
appears to approach the neocortical condition of humans 
but does not mimic it.  This explains why sex differences 
in the brain and corpus callosum of Pan do not approach 
statistical significance.  It also explains why certain brain 
structures such as the planum temporale and petalial pat-
tern may display asymmetry in Pan but do not confer 
human-like cognitive functioning (Gannon et al., 1998; 
Hopkins and Leavans, 1998; Rilling and Insel, 1999; 
Hopkins and Marino, 2000; Hopkins and Rilling, 2000).  
This difference between human nonhuman primates is 
best understood by examining the issue of language.  

Several studies have attempted to assign some level 
of language to Pan (Savage-Rumbaugh et al., 1998).  
However, regardless of the displayed “intelligence” of 
study subjects, none have ever been able to express com-
municative abilities beyond those capable in a normal 
two and a half year old child.  This is not to imply that 
Pan does not express some level of intelligence but in-
stead indicates the mere differences between the brain 
of Pan and the brains of modern humans.  For example, 
Gannon et al. (1998) found that human-like asymmetry 
can be found in the planum temporale of P. troglodytes.  
While this level of asymmetry in humans is thought to 
result in or represent a product of the laterality of lan-
guage, the authors do not express any intent to align the 
language skills of Pan and humans.  This is because it is 
difficult to assign advanced cognitive functions such as 
language to asymmetry in one single structure.  In this 
case asymmetry in the planum temporale may confer lat-
erality in certain cognitive processes in both Pan and hu-
mans, but it does not presume language in both species.  

The role and relationship of the corpus callo-
sum in speech and language has been well established 
(O’Kusky et al., 1988; Zaidel et al., 1995; Rumsey et 
al., 1996; Moffat et al., 1998; Gazzaniga, 2000; Habib, 
2000; Preis et al., 2000; Shevtsova and Reggia, 2000).  
The size of the corpus callosum has been shown to be 
related to the lateralization of language function (Witel-
son, 1995; Zaidel et al., 1995).  In addition, women, who 
are thought to be less lateralized than men for language, 
possess a larger corpus callosum and more bulbous sple-
nium (de Lacoste, 1981; de Lacoste and Holloway, 1982; 
Kimura and Harshman, 1984; Witelson, 1991, 1995; 
Holloway et al., 1993; Moffat et al., 1998).  The presence 
of continued argument as to the existence of sex differ-
ences in the corpus callosum of humans attest to the de-
gree of difference between males and females, which in 
some cases is small.  However, it is still uncertain how 
much of a difference must occur between the brains of 
two individuals or the sexes to obtain significant differ-
ences in cognitive features.  For example, it is generally 
accepted that males and females differ from each other 
in certain cognitive skills (Kimura, 1987; Hugdahl et 
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strate for modern human speech, language, and visuo-
spatial skills or the degree of lateralization of the cere-
bral cortex required to produce the specialized features 
of language.  Due to the role of the splenium in connect-
ing modern human language areas, it is suspected that if 
a particular species is to possess communicative features 
comparable to humans then this area may display sex 
differences as it does in humans.  However, since Pan, as 
mentioned above, does not possess human communica-
tive abilities, visuospatial skills, or the neuroanatomical 
substrate that would lead one to propose the ability for 
human-like communication or visuospatial skills, one 
would not expect to find sex differences in this particular 
callosal region.  Humans, therefore, are unique among 
living primate taxa in possessing a highly lateralized, 
sexually dimorphic brain and corpus callosum.
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CHAPTER 15 
 
DEnTAl MATuRATion, MiDDlE 
CHilDHooD AnD THE PATTERn of 
GRowTH AnD DEvEloPMEnT in 
EARliER HoMinins

JAnET MonGE AnD AlAn MAnn

The direction of research outlined in this paper owes 
a great deal to the life-long research and publications 
of Ralph Holloway. His amassing and interpretation of 
large comparative data sets of hominin and hominid 
brain endocasts have provided science with a normative 
basis for the collection and analysis of many other hu-
man biological complexes, including the dentition. In 
this research, he moved into uncharted areas: not only to 
identify those unique aspects of the brain that developed 
in our lineage, but also to employ knowledge gleaned 
from studies in brain research to integrate these morpho-
logical changes with behavior. As with dental develop-
ment studies, diverse data sets need to be synthesized 
in order to fully understand the nature of “humanness”.  
For all his contributions to our understanding of the evo-
lution of the human neurological system and the emer-
gence of human cognition, our discipline is deeply in his 
debt; we are very pleased to have this paper included in 
a volume honoring Professor Holloway.

AbsTRACT

Recent research indicates that human dental devel-
opment and eruption are much more variable than had 
been previously thought. Data collected on wild chim-
panzees shows their eruption patterns are significantly 
retarded in comparison to that of captive animals. These 
data imply that considerable caution must be exercised 
in using modern dental standards to reconstruct growth 
and development in extinct hominins. There is, how-
ever, one aspect of human development that may have 
significant implications for our understanding of the 
emergence of human cognition. Between the eruption 
of the initial permanent teeth, the two incisors and first 

molar, there is a time of about three years, from about 
seven to ten years of age, when no teeth erupt. This time, 
termed the ‘Quiescent period’ is followed by the erup-
tion of the two premolars, canine and second molar. The 
Quiescent period in dental maturation appears to be co-
incident with the developmental age known as middle 
childhood, a time when a youngster’s ability to utilize 
the cultural norms of its society emerges. Examination 
of the dentition of immature fossil hominin specimens, 
including australopithecines and members of Homo, re-
veals the presence of the Quiescent period, whereas den-
tal development in chimpanzees lacks this time. Using 
the models of neurological reorganization, especially of 
the inferior parietal cortex, described by Holloway in a 
series of publications, it is suggested that middle child-
hood evolved very early in hominin evolution, perhaps 
prompted by the need for enhanced foraging abilities in 
seasonally variable mosaic environments.

vARiATion in HuMAn DEnTAl 
DEvEloPMEnT

Over the last twenty years, a number of original 
research projects dealing with aspects of human dental 
growth and development have been published (see, for 
example Thompson et al., 2003; Bogin, 1999; Minugh-
Purvis and McNamara, 2002; Hawkes and Paine, 2006; 
Robson and Wood, 2008). These have vastly increased 
our knowledge of many parts of dental development that 
were not known before this. For example, by the begin-
ning of 2009, over 200 genes had been identified that 
are expressed during the complex processes involved in 
tooth development (De Coster et al., 2009).  Considering 
the potential complexity and interactions of these gene 
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pathways, including possible cascading effects of each, 
it is no wonder that variation occurs at both the histologic 
and developmental levels. For example, on the micro-
structural level, Smith and Tafforeau (2008) summarized 
recent research and concluded that human variation in 
dental histologic development is substantial.  Finally, in 
this context, Liversidge (2003 and 2008) reviewed de-
velopmental dental studies primarily employing x-rays, 
emphasizing the degree of developmental variation that 
exists in living Homo sapiens.

One of the major problems with these studies is 
that it is difficult or impossible to resolve or integrate 
the results of these analyses to each other. Further, it is 
troublesome to assign recognized variations to the level 
of the individual, population, sub-species, or species.  
While it does appear that a certain amount of variation is 
patterned, given the limitations inherent in each data set, 
it is not currently possible to determine at which level 
these patterns are significant.

In order to move beyond the purely descriptive or 
comparative nature of studies it is necessary to more pre-
cisely focus on those specific features that identify the 
dental development correlates of the period of prolonged 
growth and maturation that has often been described as 
a unique characteristic of our species (see, for example, 
Bogin 1999). There are several sources of data for this 
analysis including dental development in wild chimpan-
zees (Zihlman et al., 2004) and the much larger data sets 
produced in the last decade on human dental develop-
ment (summarized in Liversidge, 2003). After delineat-
ing the possible species specific pattern of maturation 
as displayed in the dentition, we apply the very same 
indentifiers to a sample of extinct fossil hominin forms. 

Finally, we attempt to understand the human dental 
development pattern in terms of unique aspects of hu-
man behavior and biology. Assuming that dental devel-
opment is tied to other aspects of growth and develop-
ment, not only can differences in dental development be 
tied to issues of population or taxonomic distinctiveness, 
but to fundamental growth trajectory changes that per-
haps are associated with lineages. 

This work is informed by the life-long research of 
Ralph Holloway. He set the bar in the collection and 
interpretation of large comparative data sets on human 
brain evolution. In this research, he moved into un-
charted areas: to identify unique aspects of the brain in 
our lineage, but more importantly, to the translation of 
these morphological changes to behavior as associated 
with state of the knowledge in brain research. As with 
dental development studies, very diverse types of data 
need to be synthesized in order to fully understand the 
nature of “humanness”.

DEnTAl DEvEloPMEnT -  
THE sTATE of iT All

An overview of studies on dental development must 
include a discussion of both histological dental develop-

ment as well as measures of developmental chronologic 
events usually performed with imaging techniques (x-ray 
or CT analyses) or, on a less refined level, using dental 
eruption timing. In all but a few cases (see, for example, 
Kuykendall, 2003 and Skinner and Wood, 2006), most 
studies ultimately direct discussion of the overarching 
issues concerning growth and development to compari-
son within the confines of each data set. It has become 
increasingly difficult to bring these sometimes conflict-
ing data sets into a kind of synchrony in the evaluation 
of both living Homo sapiens and species of the common 
chimpanzee, for which we have the most complete in-
formation. Adding more complexity, are the resolution 
of issues surrounding dental growth and development 
of fossil hominins. A full review of the literature is not 
necessary to highlight some of the emerging difficulties 
in the application of these methods to living and extinct 
forms.

It has become increasingly clear that histological 
studies of enamel formation in modern humans indicate 
that there is substantial variation in all detailed param-
eters (cuspal, cervical enamel, enamel extension rates 
and periodicity) associated with enamel formation. The 
recent expansion of histological findings on the compo-
sition and structure of Neandertal molar enamel high-
lights some of the interpretive difficulties. In a discus-
sion of the enamel thickness and histology on the fossil 
from Lakonis, Greece, Smith and colleagues (2009) 
summarize the information accumulated from several 
studies undertaken on Neandertal enamel. In some as-
pects of molar and incisor enamel histology including 
projections to enamel formation timing, Neandertals ap-
pear to overlap the known modern human range. In other 
aspects, this fossil form appears unique (summarized in 
Guatelli-Steinberg, 2009). The question becomes: what, 
if any of these differences, are significant in projections 
to growth and development patterning? For example, 
does the conclusion based on microstructure that Nean-
dertals formed molar enamel in something like 100 days 
shorter (approximately 3 months) than a limited sample 
of modern humans, have any meaning in the extrapola-
tion to life history variables? Are these representations 
of population or taxon differences? Certainly some of 
these differences are a reflection of enamel thickness, 
cusp morphology, and even crown height (Dean, 2000).

As critically and importantly, certain enigmas 
emerge as these histological studies move away from 
description to extrapolations of time frames of dental 
development. Some of these problems could certainly 
be resolved with more information on root formation 
timing since a much larger proportion of overall dental 
development depends on this portion of the tooth. For 
example, Beynon et al. (1998) completed a study of inci-
sor histology in the chimpanzee in relation to the tim-
ing of development. These authors concluded that in the 
genus Pan incisor enamel is formed in 4.5 to 5.6 years.  
Since chimpanzees, based on radiographic studies, erupt 
the incisors at just under 6 years, and with what appears 
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to be approximately 3 years of root formation (root 3/4th 
complete), it is hard to reconcile these two pieces of data. 
While it is true that radiography is notoriously variable in 
its ability to resolve fine details of tooth mineralization, 
it is difficult to imagine how a radiograph could both un-
derestimate crown formation times by half while at the 
same time overestimating root formation by a magnitude 
of well over double. This same inconsistency, resulting 
from histologic versus radiographic data for the molar 
teeth (Reid et al., 1998) which led to a re-evaluation of 
histologic methods to bring crown formation times more 
into line with radiographic studies (Smith et al., 2007).

In the end, the power of growth and development 
studies depends increasingly on an understanding of the 
developmental timing of individual teeth in conjunction 
with the order and time frame of initial enamel differ-
entiation. The relative order of dental development still 
relies entirely on radiographs with comparative stan-
dards based on a broad range of populations and species.  
While the time frame of development of individual teeth 
can be obtained from radiographic data on dental devel-
opment of children, it can be used in conjunction with 
histologically derived time frames. Based on multiple 
studies of histologically derived time frames, it seems 
clear that there is a remarkable amount of overlap in the 
time frame of molar development among hominoids in-
cluding many extinct hominin species (summarized in 
Kuykendall, 2003). In addition, this synchrony of results 
appears to well match the data derived from radiographic 
analyses. It is probably fair to say that hominoids appear 
to develop molar tooth crowns in approximately 2 to 3 
years (not including the M3 with longer crown forma-
tion times). The differences in incisor formation appears 
broader (Smith and Tafforeau, 2008).

As interpretive and methodological problems exist 
in histological studies, so too do difficulties arise in the 
extraction of data from radiographs (cross sectional and 
mixed longitudinal) of the developing dentition of both 
modern humans and other primates. Many of these prob-
lems are outlined in (Liversidge, 2003 and 2006) and 
include:
• methods used to score the individual teeth

• variation in the x-ray equipment and ability to judge 
relative opacity or translucency of  regions of the 
teeth

• statistical methods used to analyze the data.
Based on the population sample including sample 

size and methodological variation in assessment pre-
sented in the literature, it is almost impossible to com-
pare studies to each other.

In her critical assessment of the literature, Liver-
sidge (2008) does report on population-based differences 
as a well documented phenomenon in the crown and root 
formation timing of the M3, the only tooth in the radio-
graphic sequence that can be fully evaluated from crown 
initiation to apex closure. She concludes that the pop-
ulation-based differences may result differences in the 

architecture of the face including the mandible between 
populations, an aspect of dental development explored 
earlier by Simpson et al. (1990) on fossil hominin forms. 
De Coster et al. (2009), in a similar way, speculate that 
some of the differences observed in dental development 
in modern human samples especially in reference to the 
permanent premolar sequence may be a consequence of 
more effective preventive dentistry and the longer reten-
tion of healthy deciduous molars. Finally, Liversidge 
(2008) argues that dental development is minimally in-
fluenced by environmental factors and under strong ge-
netic control in comparison to other growth and develop-
ment systems. 

These complex data sets, from histologic and ra-
diographic analyses of the developing dentition, have 
together forced a newer synthesis of dental development 
and to ask the question: What do we know about dental 
development in living Homo sapiens and in the common 
chimpanzee? Can this be applied to fossil forms and 
what are the limits and limitations?  

synTHEsis of DEnTAl  
DEvEloPMEnT DATA

It is likely that lengthened molar crown formation 
times, in the range of 2.5 to 3 years, is the primitive con-
dition for all hominoids. These assumptions appear to 
be supported by both histologic and radiographic stud-
ies and appears to be the case for Miocene fossil homi-
noids (Keeley, 2002). This appears to be confirmed from 
the limited histologic studies on australopithecine mo-
lar crown formation time (summarized in Kuykendall, 
2003).

In addition, it is reasonable to infer that increase in 
crown formation time occurs in the sequence from M1 to 
M3 (Dean, 2000) except perhaps in the genus Pan where 
crown formation time in the M3 appears to decrease 
from CFT in the M2 (Smith et al., 2007).

What remains are the discussions of the time frames 
of full dental development since by all measures, vir-
tually all of these analyses attempt to resolve issues of 
unique features of either individual tooth growth (which 
may be applied to issues of taxonomy or taxonomic 
affinity) or unique features in total patterns of growth 
and development. Newer data sets on the developing 
dentition in both humans (for example, Monge et al., 
2007; Nadler, 1998; and Rousset et al., 2003) and wild 
chimpanzees (Zihlman et al., 2004) and have blurred 
the chronologic age differences representing distinctive 
growth and development patterns between these two liv-
ing forms. Thus, the question may be raised: are there 
growth and development differences in the dentition that 
can uniquely identify unique patterns in humans and 
chimpanzees? And can these be applied to the fossil re-
cord of human evolution?

We previously published information on a large 
data set derived from US populations living within the 
city confines of Philadelphia (preliminary details of this 
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Figure 1. The three major Phases of human dental emergence.  Tanner and Eveleth outlined three Phases based on 
the eruptive cycles of the human dentition.  Phase 1 includes the Is and M1s; Phase 2, the Cs, Ps, and M2s.  
In Phase 3, the most varied in eruptive times, includes only the M3s, standing alone and thus marking the 
end of dental maturation.  On the other hand, chimpanzees (both captive and wild born and raised) have 
no distinct phases of dental emergence and presumed calcification.  In fact, based on the work in sequence 
polymorphisms by Conroy and Mahoney (1991), what clearly are Phase 1 teeth in humans, mix in with 
eruption of Phase 2 teeth in the genus Pan.  (See TABLE 2 for sequence polymorphisms from Conroy and 
Mahoney 1991.)

Table 1.  All information on wild chimpanzees is from Zihlman et. al. (2004).  For a further summary of data on captive 
chimpanzees, see Kuykendall et al. (1992).  For the most part, wild chimpanzees appear to show a delayed 
pattern of dental maturation over their captive counterparts.  In some cases, wild animal emergence timing 
is outside the maximum limit of the recorded range of emergence in captive animals.  Clearly environmental 
factors have an influence on dental development both in humans and non-human primates.  

study are published in Monge et al., 2007). This data 
set, along with internal comparisons of the European-
American and African-American subsamples, appear 
to suggest that there is a trend towards reduction in 
the chronological time frames associated with M1 and 
M2 development (Blankenstein et al., 1990; Harris and 
McKee, 1990; Liversidge et al., 1999; Liversidge and 
Speechly, 2001; Olze et al., 2004). Thus, this data set 
appears to reflect 2 distinct patterns:

1. there are significant population differences in the 
chronology of dental developmental events, and 2. there 

appears to be a significant reduction overall in the time 
frame of dental development since the original dental 
standards were established (Liversidge, 2008 and Nadler, 
1998; for a comprehensive listing of dental calcification 
and emergence studies, see Liversidge, 2003). Others (for 
example Rousset et al., 2003; many studies summarized 
in Liversidge, 2003) have also noted this developmental 
timing shift but the bulk of this data centers on eruption 
rather than calcification staging of the dentition.

Similarly, dental development schedules derived 
from radiographs, show variation between 2 captive 
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common chimpanzee groups (Kuykendall, 1996 and 
2002; in comparison to Anemone et al., 1991 and 1996).  
More remarkably are derived data on chimpanzee den-
tal eruption showing clear and significant differences 
between captive and wild animals (Nissen and Riesen, 
1964 in conjunction with eruption schedules from Kuyk-
endall et al., 1992 in comparison to Zihlman et al., 2004) 
(Table 1). This captive/wild distinction has also been 
demonstrated in baboons (Kahumbu and Eley, 1991 and 
Phillips-Conroy and Jolly, 1988).

Within the context of human growth and develop-
ment and life history studies (Hawkes and Paine, 2006), 
research in many fields, including psychology, anthro-
pology and auxology, have focussed on an understand-
ing of unique features of humans. One such develop-
mental hallmark of humanness appears to be in the much 
speculated upon frame termed middle childhood (often 
times labelled as the “juvenile” phase). Eveleth and Tan-
ner (1990) not only described this phase of childhood but 
in their analyses of dental growth and development pro-
posed that one unique feature of the human dentition, oc-
curring in concert with other developmental changes, is 
the disjointing of early dental events (including the calci-
fication of the I1s, I2s, and M1s) from a secondary phase 
of the developing dentition (including the calcification 
of the Ps and M2s) (Figure 1). This developmental gap 
may manifest in the human dentition either by a delay in 
the initial calcification of the second phase teeth or by a 
slowing down of dentogenic processes (either in enamel 
or dentin formation or both). This developmental gap in 
Phase 1 versus Phase 2 teeth is visible in virtually every 
population studied and is reproduced in one such visual 
representation in Figure 2. Given the proposed reduc-
tion in chronologic years based on recent human dental 
development standards, in conjunction with the expan-
sion of chronological years of wild chimpanzee dental 
development, we asked the question: Does this reduction 
in human dental developmental years serve to blur the 
distinction between Phase 1 and Phase 2 teeth? Based 
on our sample of Philadelphia children (Figure 3), this 
phase developmental shift is still present and extends 
upwards of 2 to 3 years. Qualification of this phase shift, 
and easily applied to dental developmental sequences, is 
the staging gap between any of the Phase 1 versus Phase 
2 teeth. We chose to reproduce this between the latest 
Phase 1 tooth, the I2, in comparison to the middle Phase 
2 tooth, the M2. Using the 14 calcification staging of 
Moorrees (1963), this calcification gap of at least 2 to 
3 stages, occurs in both of the Philadelphia subsamples.  

Although no such phase gap exists in reproduced in-
formation from captive chimpanzee dental development 
(Figure 4), it is not possible to determine if elongated matu-
ration patterns of wild chimps results in a phase gap since 
only eruption data is presented in Zihlman. However, repro-
duced photos and line drawings clearly show that I2s and 
M2s are erupting in synchrony - a feature that never occurs 
in humans and has been well documented in captive chimps 
by Conroy and Mahoney (1991) (Table 2).

Figure 2. Sample panoramic radiographs of 3 
Philadelphia school children in each of the 
phases of dental maturation.  

TABLE 2  Sequence Polymorphisms in Pan troglodytes

MANDIBLE MAXILLA

M1  I1  I2  M2 (P3/P4) M1  I1  M2  I2  P4  P3  C

M1  I1  I2  M2 (P3/P4) M1  I1  I2  M2  (P3/P4)  C

M1  M2  I1  I2 (P3/P4) M1  I1  I2  (M2/P3/P4)

M1  I1  I2  M2  P4 M1  I1  I2  (M2/P3/P4)

M1 (I1/I2)  M2  (P3/P4) M1  I1  M2  I2  P3  P4

M1  I1  I2  M2  P4 M1  I1  (I2/M2)  P3  P4

M1  I1  I2  (M2/P3/P4) M1  M2  I1  (I2/P3/P4)

M1  (I1/M2) I2 M1  I1  M2  P4  (I2/P3)

DATA FROM:  Conroy and Mahoney 1991

Various eruption sequences for both the mandible and maxilla of the common 
chimpanzee.  BOLD type face indicates situations where the eruption of the M2 actually  
precedes the eruption of the I2.  This array of erupting teeth also characterizes wild 
chimpanzee populations as summarized by Zihlman (2004).  Thus, from eruption data 
alone, there is no Phase distinction between the teeth in either wild or captive 
chimpanzees.  

Table 2.  Various eruption sequences for both the 
mandible and maxilla of the common 
chimpanzee.  BOLD type face indicates 
situations where the eruption of the M2 
actually precedes the eruption of the I2.  This 
array of erupting teeth also characterizes 
wild chimpanzee populations as summarized 
by Zihlman (2004).  Thus, from eruption 
data alone, there is no phase distinction 
between the teeth in either wild or captive 
chimpanzees. 

 Data From:  Conroy and Mahoney 1991
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Figure 3. Relationship of the I2 Phase I tooth development to the M2, a Phase 2 tooth. In a sample of 1,245 
Philadelphia school children, a total of 241 show the stage of development of the I2 (a first Phase tooth and 
the last in most cases to develop and erupt in that stage) at R3/4th.  Although there are difference in the 
chronological time frame of development of the teeth between the subsamples, both populations of children 
show at least a 2 staging delay in development of the Phase 2 tooth - the M2.    This delay between the 
developmental stage of these 2 teeth clearly shows evidence of the Quiescent phase in the developing human 
dentition.  Although there is a clear trend for an earlier maturation of all teeth in comparison to many samples 
previously published, the retention of the delay between each phase is clearly retained.

Figure 4. Dental development chart adapted from Smith (1986) and including the data on chimpanzee from Anemone 
et al. 1991 and 1996.  Both captive and wild chimpanzees show a direct overlap in the development of the 
I2 and the M2.  In the wild version of chimps,  eruption data indicates that the overall time frame of dental 
development is shifted to the right along with an assumed eschew of each of the calcification stages.  For 
example, the I2 erupts between 7.4 and 8.6 years; the M2 between 8.2 and 8.4 years (Zihlman et al. 2004).    
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Finally, can Phase 1 and 2 shifts be documented in 
any fossil forms present in the hominin lineage? Virtu-
ally all of the immature fossil hominin specimens where 
both the developing I2 and M2 are present and imaged, 
show the identical type of phase delay as shown in all 
modern humans. This includes members of both the ge-
nus Australopithecus and non-modern versions of the 
Homo encompassing Neandertals. Table 3 presents the 
data from various published sources. Although differ-
ent staging techniques were used, and are explained in 
the figure caption, clearly this pattern of delay is pres-
ent. Since virtually all hominoid appear to form molar 
crowns in approximately the same time frame, the ear-
lier hominin comparison is drawn with crown complete 
achieved in 2.5 years (average of the variation of 2-3 
years). Since more limited information is present for the 
time frame of root development in these extinct forms, 
the chart is produced using a rapid root development 
time frame modeled from the genus Pan (Figure 5). With 
these very conservative estimates of both crown and root 
formation, coupled with at least a 2 stage lag between the 
I2 and M2, it is clear that even within the early hominins, 
there is a developmental delay that corresponds to the 
Quiescent phase.

THE QuiEsCEnT PERioD in  
HuMAn DEnTAl DEvEloPMEnT

In their world wide survey of variation in human 

growth, Eveleth and Tanner (1991) describe two active 
phases in permanent tooth emergence, separated by a pe-
riod of quiescence (Figure 6). The first active phase lasts 
one and a half to two years (when we consider the means 
for populations) M1, I1 and I2 emerge. The second phase 
lasts slightly longer, M2, C, PM1 and PM2 emerge. The 
Quiescent phase in between lasts a generally similar 
time, between two and three years in the male in nearly 
all populations and between 1.7 and 2.7 years in the fe-
male.” (Eveleth, P.B. and Tanner, J.M. 1990 Worldwide 
Variation in Human Growth, 2nd ed. page 159)

MiDDlE CHilDHooD

Developmental psychologists have focused on this 
period as being a time of crucial importance in the emer-
gence of language based cognitive behaviors as well as 
the appearance of a greater understanding of, and reli-
ance on, cultural rules.

John Lucy and Suzanne Gaskins (2001:280) have 
noted that “Regarding the changes in middle childhood, 
cognitive developmentalists have long recognized this 
as the period in which the child completes a shift from 
dependence on more spontaneous, perceptual strategies 
to reliance on more systematically organized, concep-
tual ones. In short, the child now enters the world of the 
adult, which is more heavily guided by systems of shared 
cultural meaning”.

In a review of middle childhood cross culturally, 

I

I

I
I

I2
M2

I
I

Figure 5. Pan, Homo sapiens and early hominin dental development of the I2/M2 compared.  Using a 2.5 year 
calcification time for both the I2 and M2 crown, and a root timing developed from radiographic studies of 
chimpanzees, early hominin specimens would show a developmental delay that is the equivalent of the Phase 
2 of modern humans.  Although the time frame of dental development is not as elongated as it is in Homo 
sapiens, the initiation of the shift appears relatively early in the evolutionary history of our lineage.
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3. Maturity: what’s grownup versus what’s childlike.

4. Cosubstantiality: who is of my kind and thus shares 
food or blood with me versus who is not of my kind.

5. Ethnicity: what’s our way versus what’s not our way.

6. Hierarchy: the unequal share of life burdens and 
benefits.

7. Nature versus culture: what’s human versus what’s 
animal-like.

8. Autonomy: independent, dependent or interdepen-
dent.

9. The state: what I want to do versus what the group 
wants me to do.

10. Personal protection: avoiding the war of all against 
all.
Clearly these conflicts are part of a child’s increasing 

socialization and integration into a society. Further, most 
reflect factors that represent human cultural phenomena. 
The difference between the younger, pre-Quiescent chil-
dren and the older post-Quiescent children is in the way 
by which the cultural rules are recognized and enabled.  

Middle childhood is then the time when the norms 
governing appropriate behavior within the culture are 
internalized as part of the development of an integrated 
social member of the group. These cognitive changes co-
incide with the maturational time frame brain growth in 
volume is almost complete and body size dimensions are 
minimally altered.

Interestingly, in his studies of the evolution of the 
brain in the human lineage, Holloway emphasized or-
ganizational rather than volume metric evolution of the 
brain in the human lineage. He has emphasized that al-
though early hominin endocasts reveal a brain size in 
the range of the African apes, details of the position of 
surface anatomical features, such as the lunate sulcus, 
suggest that these brains had undergone neurological re-
organization. Evidence that even early members of the 
hominin lineage based on dental developmental studies 
experienced a middle childhood period of would support 
Holloway’s ideas of reorganization. These data suggest 
a reevaluation of the ways we view behavior and neuro-
logical evolution in early hominin evolution. 

MiDDlE CHilDHooD  
AnD THE EvoluTion of HuMAn 

CoGniTion: suMMARy 
1. Collection of a substantial series of panoramic X-

rays of American children aged 4-14 indicates that 
there are significant changes in the timing and varia-
tion of human dental maturation since the last ma-
jor studies were published in the 1960’s and 1970s 
(Moorrees et al., 1963; Demirjian et al., 1973). This 
data set, and others that have been collected (i.e. Li-
versidge 2003, summarized by Guatelli-Steinberg, 

Hominin Stage I2 Stage M2

A.robustus     SK 62 5 2 or 3

A.robustus     SK 63 5 or 6 3

A.africanus     Taung 4 2

A.africanus     STS 24 4 or 5 2

Early Homo     KNM-WT 15000 A1/2 R2/3

Neandertal      Devilʼs Tower Ri C1/4

Table 3.  Stage delay between the I2/M2 in a sample of 
earlier hominin forms.  

 Australopithecine data from Conroy and 
Vannier 1991 and based on the stages of 
dental calcification by Demirjian et al. 1973.  

 Early Homo data on KNM-WT 15000 from 
Smith 1993, and Devil’s Tower Neandertal, 
from Dean et al. 1986 both based on the 
staging technique from Moorrees et al. 1963.

Figure 6.  Original Scammon (1930) curves showing the 
growth of different body tissues (in weight) 
plotted against chronological age.  The 
Quiescent period corresponds to the age in 
which brain weight is close to the maximum 
(95% adult weigh), with body weight gain 
decelerating and in conjunction with the 
lengthy attenuation of reproductive organ 
growth and maturation.  

Weisner (1984: 344) notes that “Many cultures also share 
the belief that between the age of 5 and age 7 children 
begin to acquire reason or sense, the ability to under-
stand cultural rules and to carry out directions. Rogoff 
et al. (1975), Super (1981), and J. Whiting and B. Whit-
ing (1960) identified this age period from cross cultural 
samples, and Nerlove et al. (1974) did so from data from 
Guatemala.  

Sweder (1981) argued that in middle childhood, 
children begin to acquire self/cultural/moral understand-
ings of their world. He lists a set of ten themes that il-
lustrate this:
1. Personal boundaries: what’s me versus what’s not me.

2. Sex identity: what’s male versus what’s female.
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2008), indicate there are both changes in the timing 
of the eruption of many of the permanent teeth as 
well as an under appreciated level of variation in hu-
man dental development that should be considered 
in reconstructions of earlier hominin development 
and life history.

2. A recent study by Zihlman and colleagues (2004) 
has presented data that patterns of dental eruption in 
a small sample of wild chimpanzees of known age 
record are significantly retarded compared to dental 
development in captive animals. 

3. While these data sets narrow the timing differences 
between wild chimpanzee and modern human dental 
maturation patterns, it may be that when examining 
and comparing growth and development in humans 
and chimpanzees, we have failed to appreciate that 
maturation and growth represent a series of discrete 
periods. By drawing comparisons across the entire 
flow of human and chimpanzee maturation and de-
velopment, shorter episodes in development may 
have been overlooked. 

4. Just such a episode may be present in the dental 
eruption data that shows consistent differences be-
tween chimpanzees and humans in the timing of the 
eruption of the initial set of permanent teeth (two 
incisors and first molar) and the second set (canine, 
both premolars and the second molar). In humans, 
the time between the eruption of these two perma-
nent teeth sets has been termed the “Quiescent peri-
od” (Eveleth and Tanner, 1990); it extends between 
1.7 and 3.4 years and occurs at about the same time 
as a behavioral reordering in children that develop-
mental psychologists term middle childhood. 

5. It is worth noting that the Quiescent period and mid-
dle childhood begin just after the greatest growth of 
the human brain has been completed.

6. The Quiescent period is clearly marked in the devel-
opment and eruption patterns of the human denti-
tion but is not present in the dental development of 
chimpanzees.

7. Immature specimens of hominins of the appropriate 
dental age, from Australopithecus to Homo sapiens 
neanderthalensis, all demonstrate, without excep-
tion, the presence of the Quiescent period in their 
dental development.

8. Numerous publications by Holloway (1969, 1981, 
1983a, 1983b, 1996, 2008 and Holloway et al., 2003 
and 2004) over the past 40 years have been focused 
on the evolution of the brain in the human lineage. 
He has emphasized that although early hominin en-
docasts reveal a brain size in the range of the Afri-
can apes, details of the position of surface anatomi-
cal features, such as the lunate sulcus, suggest that 
these brains had undergone neurological reorganiza-
tion. Evidence that even early members of the hom-

inin lineage experienced a middle childhood period 
of would support Holloway’s (for example, 1983a, 
1983b, 1988, 1996) ideas of reorganization. These 
data suggest a reevaluation of the ways we view be-
havior and neurological evolution in early hominin 
evolution. 
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AbstrAct

Many studies based on the perikymata, a dental 
enamel surface microstructure, have attempted to estimate 
the age-at-death and crown formation times on human and 
other fossil specimens.  However, due to problematic as-
sumptions, the small sample sizes, the wide range of peri-
kymata count estimates, and the limited portions of denti-
tion explored, considerable controversy has resulted.  The 
collection of baseline information on perikymata counts for 
various hominid and hominoid dentitions represents an im-
portant step toward resolving the controversies. 

The goal of this study is to establish a database of mod-
ern human perikymata counts of the maxillary third premo-
lars for comparative purposes. The results demonstrated: 
1) There is sexual dimorphism, though not statistically 
significant within the two populations: perikymata counts 
are higher in males. 2) There are no significant differences 
between right and left sides.  3) There are no significant dif-
ferences for sex-combined samples between the two ethnic 
groups. 4) When data are pooled for the East Asian samples, 
the mean perikymata count for maxillary third premolars is 
150 with a standard deviation of 25.  5) The perikymata 
counts are significantly correlated with their corresponding 
crown height.  6) Although the data on perikymata counts 
follow a normal distribution, the variation is high (coeffi-
cient of variation= 16 %).  This study disputes the periky-
mata count application in anthropology and questions the 
interpretation of the ape affinity of australopithecines in 
hominid dental evolution.

IntroductIon

Teeth and their associated structures including the 

maxillary and mandibular bones and the masticatory 
musculature, provide one of the best vehicles for study-
ing hominoid and hominid evolution (Dahlberg, 1971; 
Hillson, 1986; Aiello & Dean in Chapter 8, 1990; Hill-
son, 1996; Scott & Turner II, 1997).

Due to its high percentage of inorganic components 
(by weight: enamel, 95%; dentin, 70%, cementum 61%; 
vs. bone 45%; and by volume: enamel, 86%; dentin, 
45%, cementum 33%; vs. bone 23%; see Schroeder, 
1991, p. 73, Fig. 1.34) and the almost irreversible growth 
and development of the calcification process, the tooth 
itself, once formed, becomes a fossil-like material that 
is highly durable through time.  During the past two de-
cades, investigations of the morphological structures of 
the teeth, especially the microanatomy of enamel, have 
become prominent in studies of both hominoid taxon-
omy and hominoid ontogeny and phylogeny (see review 
of Macho & Wood, 1995; Mann et al., 1990a; Winkler & 
Swinder, 1991).

Many studies based on the microstructure of the 
dental enamel surface, especially the perikymata, and 
its internal enamel structures, the cross-striations and 
the striae of Retzius, have attempted to estimate crown 
formation time and age-at-death in hominoids (Boyde, 
1963; Bromage & Dean, 1985; Dean et al., 1986; Bacon, 
1987; Dean, 1987; Dean & Beynon, 1991; Stringer et 
al., 1990).  In these studies, fossil teeth of Australopith-
ecines, early (archaic) Homo sapiens, and Neanderthals 
were compared with those of Homo sapiens to reveal 
differences between taxa in crown maturation times and 
also to estimate age-at-death.  The results of these inves-
tigations have stimulated several different views on how 
to infer patterns of human evolution based on dental mi-
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similarly applied the cross-striation counts and perikymata 
counts to estimate crown formation time and age-at-death 
in a child from the 18/19th century A.D. in London (Shown 
in Table 1-5).  

Efforts have also been made to determine the peri-
kymata counts of modern humans.  Results of studies 
of modern humans should ideally and hypothetically be 
useful for inferring time of crown formation and age-at-
death for fossil hominids, if accurate adjustments are ap-
plied.  The results of studies of modern humans to date, 
however, have been very diverse.  In addition, many of 
these studies do not provide sufficient information on the 
perikymata counts with which to compare to the poste-
rior dentition.  The range of human incisor perikymata 
counts based on a sample of 12 five-thousand-year-old 
immature human specimens from the Iranian site of 
Hasanlu is 75-157 with a mean of 116, a median of 118, 
and a standard deviation of 25 (Mann et al., 1990b, 1991).  
On the other hand, Bromage & Dean (1985) obtained 
perikymata counts ranging from 165-202 counts, with a 
mean of 188, in a sample of 10 unworn modern human 
lower incisors.  Bacon (1987) also reported a range of 
111-179 in a sample of 23 modern human incisors.

The collection of crown formation data during ra-
diographic and histologic studies of dentition in modern 
humans, gorillas, and chimpanzees and the perikymata-
derived crown formation time of the australopithecines, 
has made comparisons possible between extant and 
extinct hominoid species.  For example, the combined 
upper and lower incisor crown formation time averages 
4.21 years and ranges 3.71-4.71 years in Homo sapiens 
(Shellis, 1984).  The investigation of Pan troglodytes 
provided crown formation time of the maxillary cen-
tral incisor is reported to be 5.47 + 0.24 years and that 
of the mandibular, 4.86 + 0.37 years (Chandrasekera et 
al., 1993).  The  crown formation time of Gorilla go-
rilla based on the histological examinations revealed 4.0 
and 3.6 years for maxillary and mandibular central inci-
sors, respectively (Beynon et al., 1991).  The mandibular 
central incisor formation times in Australopithecus afa-
rensis and Australopithecus africanus were estimated 3 
years and 3 years 1.1 months for specimens LH2 and Sts 
24a respectively, utilizing the perikymata-derived crown 
formation times (Bromage & Dean, 1985).

A list of age-at-death estimate for various hominid 
fossil specimens using perikymata counts is summarized 
in Table 1-5.  This approach has created a totally different 
interpretation of the fossil record, especially with regard 
to the affinity of australopithecines.  Claiming the ape 
affinity of australopithecines based on the dental erup-
tion pattern and estimation of age-at-death, perikymata 
counts played a key role in this ongoing controversy.

Nevertheless, we must note that these estimated re-
sults are based on the premises that: 1) all enamel micro-
structures are tightly correlated with their mutual peri-
odicities; and 2) the dentitions are equally accounted for 
their developmental timings and sequences across the 
extant and extinct primate species.

croanatomy (Bromage & Dean, 1985;  Dean et al., 1993; 
Mann et al., 1990a, 1990b, 1991). 

Mammalian enamel ontogeny and comparative his-
tology have been thoroughly reviewed by Boyde (1971, 
in Chapter 7, pp. 81-94; 1997) and Moss-Salentijn et 
al. (1997, in Chapter 1, pp. 5-30).  Several widely-used 
textbooks on anatomy, oral development, and histology 
provide excellent reviews of human enamel structure.  
These texts include Avery (1994, see Piesco & Avery 
in Chapter IV, pp. 228-241), Ten Cate (1998, see Eisen-
mann in Chapter 10, pp. 197-217 and Chapter 11, pp. 
218-235), Aiello & Dean (1990, in Chapter 7, pp. 106-
132);  Moss-Salentijn & Hendricks-Klyvert (1985, in 
Chapter 11, pp. 229-254,  1990), and Schroeder (1991, 
in Chapter 1, pp. 38-67).  The physiologic and genetic 
interactions among enamel matrix proteins, minerals, 
and various components during the secretary and matu-
ration phases, have also been extensively discussed in 
Chadwick & Cardew (1997).

In the following sections, several features of human 
enamel structure will be reviewed in detail.  These include: 
1) the histologic nature of the perikymata on enamel; 2) 
the lines of Retzius of enamel; 3) the cross-striations of the 
enamel prisms; and 4) the Hunter-Schreger bands.  Addi-
tionally, the chronology of dental growth and development, 
human crown formation times, and the applications and the 
controversy surrounding the interpretation of hominid and 
hominoid dental remains based on studies of circadian and 
infradian characters will be discussed.

A number of attempts have been made to apply knowl-
edge of the circadian and infradian incremental structures 
on dental enamel to explore the crown formation time (or 
crown maturation time), to estimate the age-at-death in de-
veloping individuals, and to reconstruct life history from 
the manifestation and counts of incremental structures.  In 
addition, crown formation time and the rate of dental tis-
sue formation, which were derived from the estimation of 
counts of incremental structures, may provide evidence for 
species differences in the hominoid and hominid evolution.

The cross-striations in enamel and perikymata counts 
on the crown surface are the most commonly used incre-
mental structures to estimate crown formation time and 
age-at-death.  Boyde (1963) first suggested that age could 
be estimated from prism cross-striation counts in non-living 
specimens.  Bromage & Dean (1985) developed an age-
ing method based on perikymata counts alone, suggesting 
that lower permanent incisor crown formation started at 3 
months of age, and then at approximately 6 months appo-
sitional enamel growth began, so that the first perikymata 
groove would appear at 9 months of age.  They assumed 
a 7-day repeat interval to derive ages-at-death for uncom-
pleted fossil dental crowns.  Stringer et al. (1990) later car-
ried out a study to test the age estimation from enamel lay-
ering using known age archeological specimens with the 
assumed cross-striation counts of suggested 7, 8, and 9-day 
repeat intervals.  The best matching result was concluded 
by applying an 8-day repeat interval between Retzius lines 
for the age-at-death estimation.  Dean & Beynon (1991) 
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Table 1-5. Perikymata count study on records.

Taxon Specimen Site Teeth used P.C.
Age-at-death
Estimate (yr) Ref.

A. afarensis LH2 Laetoli, Tanzania mand. R. 1st incisor 130 3.25 a
A. africanus Sts24a Sterkfontein, S.A. max. R. 1st incisor 135 3.3 a
P. robustus SK62 Swarkran, S.A. mand. R. 1st incisor 57 3.35 a

mand. L. 2nd incisor 64 3.48 a
P. robustus SK63 Swarkran, S.A. mand. R. 1st incisor 86 3.15 a

mand. 1st incisor 75 3.98 g
mand. L 2nd incisor 84 3.98 g
mand. R canine 98 3.98 g

P. boisei KNM-ER 1477 Koobi Fora, Kenya mand. 1st incisor 92 2.5-3.0 c
P. boisei KNM-ER 812 Koobi Fora, Kenya mand. 1st incisor 86 2.5-3.0 c
P. boisei KNM-ER 1820 Koobi Fora, Kenya mand. 1st incisor 82 2.5-3.1 c
P. boisei OH30 Olduvai, Tanzania mand. 1st incisor 101 2.7-3.2 c
Early Homo KNM-ER 820 Koobi Fora, Kenya mand. L. 2nd incisor 105 5.3 (5.3-6) a
Neanderthal Gibraltar child Devil’s Tower, Gitraltar max. 1st incisor 119 3.1 b

Krapina 90 mand. R. 2nd incisor 205+10 4.4 e
Krapina 91* >100+4 - e
Krapina 93* >107+2 - e
Krapina 94* max. R. 1st incisor >144+7 - e
Krapina 95* >50 - e

Homo sapien 2179 Spitalfield, London max. 1st molar 85
max. 1st molar 120
mand. 1st incisor

197
mand. 2nd incisor 224 5.25 d     
mand. 2nd incisor 162      
(?) canine 184      
(?) canine 182

Hasanlu, Iran (?) incisor 124+1 2.9 f
(3000 BC) (?) incisor 134+4 3.1 f

(?) incisor 99+5 2.4 f
max. R. 2nd incisor 128+4 2.9 e, f
mand. R. 1st incisor 157+12 3.5 e, f
(?) incisor 90+11 2.2 f
max. R 1st incisor 75+7 1.9 e, f
(?) incisor 134+2 3.1 f
(?) incisor 103+1 2.5 f
(?) incisor 93+1 2.3 f

Island Field, USA (?) incisor 148+7 3.3 f
(AD 800) (?) incisor 113+3 2.7 f        

This table was based on the listed references. Modified from three sources: 1) Aiello & Dean, 1990, p. 131, Table 7.1; 2) 
Hillson, 1996,  p. 179, Table 6.4.; and 3) Mann et al., 1991, p.180, Table 2.

 (*) sign represents incomplete crown; (?) sign represents unknown dental location.
 (P.C.): perikymata count; (max.): maxillary; (mand.): mandibular; (R): right; (L): left

Reference: a. Bromage & Dean (1985)  b. Dean et al. (1986) c. Dean (1987a)
  d. Dean & Beynon (1991)  e. Mann et al. (1990b) f. Mann et al. (1991)
  g. Dean et al. (1993b)
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further investigations. 
The wide range of perikymata count estimates and 

very small sample sizes in previous studies have sparked 
much controversy surrounding the interpretations and 
inferences of results derived from perikymata counts.  
One of the major problems relates to the absence of im-
portant baseline information on the biological variation 
in human perikymata counts.  We do not have sufficient 
comparative data across our own and relevant species.  
The taxonomic premises of such perikymata counts 
should be tested first in order to offer a true database for 
comparisons.

In this project, a scanning electron microscope 
(SEM) was used to determine the perikymata counts of 
the third premolars (symbol: P3 and clinically called the 
first bicuspids) in the maxillary region in two modern 
human samples collected from Taiwan and Japan. 

The purpose of this study was to establish a data-
base of modern human perikymata counts to facilitate 
comparisons by sex, ethnicity, and species, and to help 
resolve the perikymata counts controversy.  This study 
was designed to achieve several goals which include the 
following: 
1. to investigate the biological variation in modern hu-

man perikymata counts; 

2. to determine the degree of sexual dimorphism in hu-
man perikymata counts; 

3. to examine the ethnic differences of Chinese and 
Japanese or the regional differences between two 
isolated islands of Taiwan and Japan in their peri-
kymata counts; 

4. to analyze the strength of correlations between the 
perikymata counts and various dental dimensional 
parameters.

mEtHods

The dental samples were collected from two differ-
ent geographic regions in Asia, which also had different 
ethnic compositions.  One region was the Tainan City of 
Taiwan, Republic of China and the other was the Nagoya 
City of Japan.  Both are the fourth largest cities in their 
own country. 

Since the study applied ethnicity as one of the vari-
ables, the sample collection process excluded those 
specimens which were obtained from aborigines in Tai-
wan. Taiwan aborigines consist of nine tribes.  They are 
widely dispersed, though most inhabit the remote moun-
tains of central Taiwan, and are rarely seen in the highly 
populated coastal plain regions.  They are believed to be 
more closely related to the Malay than to the Chinese 
both morphologically and genetically.  Given that Tai-
wanese aborigines live quite distant from Tainan City, 
where the samples were collected, we assumed that the 
statistical error including aborigines in the study was 
quite low.  The ethnic identification of the samples was 

Although during the last decade researchers have 
repeatedly tried to assess crown formation times and 
the age-at-death in hominid fossil teeth, the use of peri-
kymata counts in interpreting the fossil record remains 
problematic at various levels.  

Some assumptions have been challenged, such as 
the true representation of the circadian rhythm of cross-
striations, the correlation between the lines of Retzius 
and cross-striations especially in its notion of circaseptan 
rhythm, and the wide variation in the periodicity of peri-
kymata counts within and between individuals (Mann et 
al., 1990b, 1991; FitzGerald, 1998; Risnes, 1998).  In ad-
dition, during the cuspal, or appositional stage of enamel 
formation, lines of Retzius do not reach the tooth sur-
face;  only in enamel formed later at the imbricational 
stage, lines of Retzius are manifested at the surface of 
the crowns.  Therefore, crown formation times may not 
have been precisely predicted, when the differential ap-
positional enamel formation times were ignored or cor-
rected by the estimation.  Moreover, perikymata are 
variably expressed at the cervix of teeth, which increases 
the possibility of underestimation for age-at-death and 
crown formation time, even if the perikymata, the lines 
of Retzius, and the cross-striations were to be truly and 
exclusively correlated with their periodicity.

In the investigation of age-at-death, the results vary 
within the same individual.  While Bromage & Dean 
(1985) estimated the age-at-death of a juvenile Paran-
thropus robustus SK 63 to be 3.15 years old, based on 
the perikymata counts of a mandibular right central inci-
sor; Dean et al. (1993b) applied the histological cross-
striation counts of a mandibular right canine and con-
cluded that 4 years would be a more accurate estimate.  
The discrepancy between the estimates may result from 
either the high variability of the tissue studied or the in-
adequateness of the methodology itself.

A test was carried out by Stringer et al. (1990) to 
investigate the correlation between samples of known-
age and the incremental ageing of the perikymata counts 
in the Spitalfields collection.  Three estimates of age 
at death were calculated from each incisal perikymata 
count by using 7-day, 8-day, and 9-day periodicity for 
perikymata.  The assumption of 7-day periodicity and 
early incisal calcification at about 3 months after birth 
(Dean et al., 1986) consistently underestimates age at 
death.  The 8-day periodicity and an adjustment of a 
later initiation of calcification, about 6 months for lower 
central incisors and 9 months for upper central incisors, 
gives an  agreement between real and estimated ages.  
The 9-day periodicity gives a poor agreement with the 
real ages.  Though the study seems to provide a good 
match and evidence for their applicability, it also clearly 
demonstrates that no one choice of periodicity is likely 
to accurately reflect those of a whole population of 
individuals.

The controversy surrounding the use of perikymata 
counts as the ultimate tools of estimating crown forma-
tion times and age-at-death can only be resolved through 
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carried out by the dentists who collected them.  If no 
screening had taken place during sample collection and 
the sampling had been random, sampling error would 
have been maximally 2 %.

The definition of Japanese here does not include 
Korean-Japanese descendants.  The population of Japan 
was estimated 126.18 million as of July 1999.  The eth-
nic groups in Japan includes 99.4% Japanese and 0.6 % 
other, consisting mostly of Korean descendants (CIA, 
1999).  Historically, many Koreans immigrated to Ja-
pan.  As with the Chinese, Korean descendants usually 
maintained their own ethnic origin by holding on to their 
Korean family name.

The Ainu aboriginal Japanese who live in the North-
ern Japanese island of Hokkaido make up a very small 
percentage of the total population in Japan.  Since they 
are morphologically distinctive and are distant from 
where our samples were collected, we can ignore the 
statistical bias of possibly inclusion of Ainu.  Even if 
the Korean samples were accidentally included and the 
sampling had been random, there would only have been 
0.6% error in statistic probability.

The samples were collected during a 5-year period 
from 1993 to 1998.  Local dental clinics (predominantly 
orthodontic), of Tainan and Nagoya, assisted the dental 
sample collections for this project.  The collected teeth 
were generally extracted during the course of orthodon-
tic treatment.  Since most of the orthodontic patients 
were juvenile or adolescent individuals, the age of the 
individual from whom dental specimens were extracted 
ranged mostly from 7 to 18 years old in our samples.  
Dental specimens from adults were excluded during the 
collection process, since attrition and abrasion would 
have occurred and been noticeable.

After the teeth were extracted, the samples were first 
divided into several subgroups according to ethnicity, 
(“Chinese” and “Japanese” as defined above); sex (male 
and female); side (right and left), and location (maxil-
lary and mandibular).  A total of 728 extracted modern 
human third premolars were collected: 439 from Taiwan 
and 289 from Japan.

Most of the specimens collected were well pre-
served in gross morphology with minimal attrition and 
abrasion.  Specimens with obvious abnormality, such 
as microdontia, or major surface damage, such as frac-
tured or chipped enamel, were excluded.  Since most of 
the dental specimens were removed from individuals of 
young age during their ongoing apexogenesis (root apex 
formation), some of them exhibited incomplete root for-
mation, which is in part characterized by an open apex.

All samples were then screened using a Zeiss dis-
secting microscope with a magnification of 50X to verify 
their surface morphology, especially the existence of the 
perikymata microstructure.  Specimens were discarded 
when they either showed very little presence of periky-
mata or defective enamel on the buccal surface of the 
tooth.  These criteria further reduced the sample size 
from 399 to 92 cases for the maxillary third premolars.  

The final perikymata SEM observations included a to-
tal of 92 cases of maxillary third premolars, in which 
44 dental specimens came from Taiwan and 48 from Ja-
pan.  The mandibular third premolar samples were stored 
away for later SEM investigation, and were not included 
in this research project.

In this study, three sets of dimensional parameters 
were directly measured from the dental specimens them-
selves, epoxy resin dental duplicates, and the dental plas-
ter casts.  All the measurements were performed by a 
Mitutoyo digimatic caliper. Each set of measurements 
included: 1) buccal crown height, 2) lingual crown 
height, 3) mesiodistal width, and 4) buccolingual width.  
For each measurement, three readings were carried out 
and were averaged to reach a final measurement for the 
record.

All the parameters were defined as the greatest di-
mensions during the assessment.  Buccal and lingual 
crown heights were measured from the cervico-cemen-
tal junction (CEJ) to the buccal and lingual cusp tips.  
Buccolingual widths were measured between the most 
convex points on the buccal and lingual crown surfaces.  
Mesiodistal dimensions were measured between the me-
sial and distal contact points. 

For SEM data collection Coltène PRESIDENT mi-
croSystem light body, a commercially available dental 
impression system, was utilized to produce replicas.  
Casts derived from these molds were made with Araldite 
502. These casts were then coated and examined using 
an AMRAY 1850 field emission electron microscope.

The perikymata count observation was performed 
with the electron microscope operating at an accelera-
tion potential of 2.00 KV with magnifications ranging 
from 7X to 2000X.  In each case, a set of four reference 
micrographs was taken at the magnification of 7X to re-
cord its buccal, mesial, and occlusal views (Fig. 1) and 
at a magnification of 20X to record the occlusal view 
of the buccal cusp (Fig. 2). 40X to 50X magnification 
was used to provide adequate resolution for calculat-
ing perikymata counts (Fig. 3). Statistical analysis was 
carried out to calculate the sample size (N), means (M), 
standard deviations (SD), coefficient of variation (CV), 
range, minimum (Min.) and maximum (Max.) values, 
and other descriptive statistics such as skewness and kur-
tosis .  Paired sample t-test, independent samples t-test, 
one-way Analysis of Variance (ANOVA), Scheffe’s pro-
cedure for Post Hoc Comparisons, Pearson’s correlation, 
and curve estimation for regression were also tested.  A p 
value of < 0.05 was considered to be significant.

rEsults

When all cases were combined, the total sample size 
was 92.  For the total sample,  perikymata counts had a 
mean of 150, a standard deviation of 25, a coefficient 
of variation of 16%, minimum counts of 107, maximum 
counts of 209, a range of 102 counts, a  median of 148, a 
mode of 140, kurtosis of - 0.275, and skewness of 0.437.  
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a:  buccal view b: mesial view c: occlusal view d: buccal cusp

Fig. 1.  A series of micrographs taken as references for the observation of perikymata.  The specimen was obtained 
from a Chinese female.  It is a right maxillary third premolar.  (a), (b), and (c) are micrographs of buccal, 
mesial, and occlusal views respectively. (d) is the buccal cusp view.  Note that on the (b) mesial view, the 
mesial groove was clearly seen in the middle of crown, dividing buccal and palatal cusps.  (Photo© Michael S. 
Yuan) 

Fig. 2.  An example of a series of continuous micrographs on the buccal surface of a maxillary premolar.  The 
micrographs are in a cusp-cervix sequence.  (a): the buccal cuspal region; (b), (c), (d), & (e): regions between 
cusp and CEJ; and (f): the CEJ cervical region. (Photo© Michael S. Yuan)  

a (1 of 6) b (2 of 6) c (3 of 6)

d (4 of 6) e (5 of 6) f (6 of 6)

Fig. 3.   An example of a collage made from 6 continuous pictures illustrated at Figure 2-12. The collage shows 
perikymata ridges and grooves on the middle buccal surface of a human maxillary premolar.  The cusp is on 
the left side of the collage, while the CEJ on the right. (Photo© Michael S. Yuan) 
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The distribution is based on a scale of 5 counts per in-
terval for perikymata count distribution.  In the primary 
subgroups, there were no statistical differences in maxil-
lary third premolar perikymata counts between the sexes 
and between the sides at the significance level of 0.05 
(Tables 1 & 2).  The variation was relatively high, since 
the coefficient of variation ranged between 15 to 18%.

Though no statistical differences were found, the 
mean differences showed that the males had more aver-
age perikymata than the females by 7 counts, and the 
right side had more counts than left side by 6.  This sug-
gests that males may require longer time to complete 
crown formation of the maxillary third premolar.  Like-
wise, the right side may require longer time to complete 
crown formation as compared to the left.

Comparing ethnicities, there was also no significant 
difference in perikymata counts of the maxillary third 
premolar (Table 3).  The means of the two subgroups, 
which were 151 and 150 counts, are practically identical.  
This result shows that there were no differences between 
two non-contiguous geographic regions of Taiwan and 
Japan, where samples were collected.

Further statistical analysis was performed to test the 
differences among the eight tertiary subgroups.  In the ter-
tiary subgroups, the perikymata counts of the maxillary 
third premolars demonstrated means ranging from 140 
to l56 counts, standard deviations ranging from 20 to 30 
counts, and coefficients of variation ranging from 20 to 
30 %.  Once again, there were no significant differences 
found among any of the tertiary subgroups (Table 4). 

The statistical results suggests that given unknown 
modern East Asian maxillary third premolar specimens, 

Table 1. Perikymata counts of the maxillary third premolar grouped by sex.

Group N. Mean S.D. C.V. Range Min. Max.
Male 45 153.84 23.58 15.33% 93 111 204
Female 47 146.85 25.02 17.04% 102 107 209
Total 92 150.27 24.45 16.27% 102 107 209

T-test:   t=1.378 (p= 0.171). 

Table 2. Perikymata counts of the maxillary third premolar grouped by side.

Group N. Mean S.D. C.V. Range Min. Max.       
Right 46 153.87 24.91 16.19% 102 107 209
Left 46 146.67 23.70 16.59% 95 109 204
Total 92 150.27 24.45 16.27% 102 107 209

T- test:  t=1.419 (p= 0.159).

Table 3. Perikymata counts of the maxillary third premolar grouped by ethnicity.

Group N. Mean S.D. C.V. Range Min. Max.
Chinese 44 151.05 23.84 15.78% 100 109 209
Japanese 48 149.56 25.22 16.86% 97 107 204
Total 92 150.27 24.45 16.27% 102 107 209

T test:  t=0.289 (p= 0.773). 

one would not be able to identify their sex, side, and eth-
nicity by  perikymata counts of the enamel microstruc-
tures.  However, one can distinguish the right and left 
sides of the maxillary and mandibular third premolars 
based on their distinctive gross morphology (Kraus et 
al., 1969;  Jordan, 1992).  Results comparing buccal 
crown height, lingual crown height, mesiodistal width, 
and buccolingual width for all measurement except as 
follows: 1) there were significant differences between 
males and females, and right and left sides with regard 
to lingual crown height, 2) there was a significant dif-
ference between males and females with regard to buc-
colingual width, 3) there was a significant difference 
between Chinese-male and Japanese-female subgroups 
with regard to buccolingual width. 

Measurements of the perikymata counts and crown 
dimensions of the maxillary third premolar were tested 
for correlations (Table 5). Perikymata counts of the max-
illary third premolars were significantly correlated with 
buccal crown height.  Such a high correlation makes 
sense since the perikymata counts were numbered on the 
buccal crown surface.  The Pearson correlation coeffi-
cient (r) was calculated 0.475, which resulted in a coef-
ficient of determination (r2) of 0.23.  Perikymata counts 
were also significantly correlated with the lingual crown 
height with a correlation coefficient of 0.304 and a r2 of 
0.09.  However, perikymata counts were not correlated 
with the mesiodistal and buccolingual widths in our den-
tal samples.

The dimensional parameters, i.e. the buccal crown 
height, lingual crown height, mesiodistal width, and 
buccolingual width, were mutually correlated with one 
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another.  The buccal crown height was significantly cor-
related with the lingual crown height with a correlation 
coefficient of 0.631 and a coefficient of determination 
of 0.369.  The mesiodistal width was significantly cor-
related with the buccolingual width with a correlation 
coefficient of 0.716 and a coefficient of determination 
of 0.513. 

Table 6 shows a correlation table of perikymata 
counts and its buccal crown dimension subcategorized 
by sex and ethnicity.  All correlations are significant at 
the 0.01 level except the Chinese group which is signifi-
cant at 0.05.  The results demonstrate a higher correla-
tion in males and in Japanese between perikymata counts 
and corresponding buccal crown height.  

The means of perikymata counts, when rescaled 
in an increment of 1 mm, showed a consistent positive 
correlation with buccal crown height in both male and 
female samples (Table 7), and also in the sex-combined 
sample (Table 8).  In Table 7, the mean counts clearly 
demonstrated an average of 15 increments correspond-
ing to each mm height increase.  A similar pattern is 
also shown in ethnicity, except that in the 10 mm buc-

Table 4. Perikymata counts of the maxillary third premolar grouped by sex, side, and ethnicity (C: Chinese; J: 
Japanese; M: male; F: female; R: right; L: left).

Group N. Mean S.D. C.V. Range Min. Max.
C-M-R 11 156.18 19.84 12.70% 62 127 189
C-M-L 12 151.50 26.76 17.66% 91 111 202
C-F-R 10 154.00 25.24 16.39% 91 118 209
C-F-L 11 142.73 23.99 16.81% 77 109 186
J-M-R 11 155.55 25.95 16.68% 68 119 187
J-M-L 11 152.36 23.96 15.73% 87 117 204
J-F-R 14 150.64 29.46 19.56% 97 107 204
J-F-L 12 140.25 20.44 14.57% 57 112 169
Total 92 150.27 24.45 16.27% 102 107 209

ANOVA  F test: F= 0.634 (p= 0.727).

Table 5. Pearson correlation analysis of perikymata counts and crown dimensions (N = 92).

Group / r value Periky. C. Log Periky.C. Bu.Cr.Ht. Li.Cr.Ht. Me.Di.Wd. Bu.Li.Wd.      
Periky. C. 1.000 0.995* 0.475* 0.304* 0.082 0.027
Log Periky. C. 0.995* 1.000 0.482* 0.318* 0.063 0.024
Buc. Cr. Ht 0.475* 0.482* 1.000 0.631* 0.396* 0.386*
Ling. Cr. Ht 0.304* 0.318* 0.631* 1.000 0.349* 0.391*
Mesiod. Wd. 0.082 0.063 0.395* 0.349* 1.000 0.716*
Bu. Li. Wd. 0.027 0.024 0.386* 0.391* 0.716* 1.000

* Correlation is significant at the 0.01 level (2-tailed).

Abbreviations:  r:  Pearson’s correlation coefficient. 
  Periky. C.:  perikymata counts Log Periky.C.: Log 10 base perikymata counts
  Bu. Cr. Ht.:  buccal crown height. Li. Cr. Ht.:  lingual crown height.
  Me. Di. Wd.:  mesiodistal width.  Bu. Li. Wd.:  buccolingual width.

cal crown height group, Chinese showed a lower mean, 
while Japanese showed a much higher mean.  This may 
be attributed to the low sample size.

Negative kurtosis value for most of the perikymata 
count observations corresponds to the flat, wide shape 
of the distribution.  This large sample (n = 92) satisfies 
the power of statistical requirement.  As noted, there is 
also an obvious right skewness along perikymata count 
and crown dimensions as all the results showed positive 
values. 

As we apply correlation and curve estimation equa-
tion to explore the regression model between perikymata 
counts and crown dimensions, we should always bear in 
mind that such a model only applies to a limited range 
in reality.  Data were transformed into log base 10 to 
provide a logarithmic approach in correlation with the 
parameters of crown dimensions.  Although there does 
not exist much difference between the linear and log 
regression curve estimation between the perikymata 
counts and crown height, the log approach does fit better 
and serve as an accurate representation as the counts are 
one of the products of biological tissues.
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dIscussIon

The use of perikymata counts has been suggested 
for studies in estimating the age of death as well as the 
length of crown formation times.  While this idea may 
be appealing, several problems stand in the way of an 
application of this methodology. 

Age of death estimation is not feasible at this time 
for a number of reasons, some of which are inherent in 
the histological issues as described below.  In addition, 
the degree of variability is high (maximal difference up 
to 1.75 years) in the radiographic and histological data 
on crown developmental times as shown in Table 9 mod-
ified from Reid et al. (1998).

Table 6. Pearson correlation analysis of perikymata counts and buccal crown height grouped by sex and ethnicity in a 
combined sample.

Category sample size correlation (R) R square p-value Sig. level
Male 45 0.498 0.248 0.000 p < 0.01
Female 47 0.451 0.203 0.001 p < 0.01
Chinese 44 0.380 0.144 0.011 p < 0.05
Japanese 48 0.547 0.299 0.000 p < 0.01
Total 92 0.475 0.226 0.000 p < 0.01

Table 7. Mean of perikymata count based on the 1 mm interval of buccal crown height of the maxillary third premolar in 
East Asians.   

Interval N. Mean S.D. C.V. Range Min. Max. Kurtosis Skewness Median   
11 mm  1 180.0 - -   0 180 180 - - -
10 mm 13 167.3 23.4 13.98%  69 140 209 -0.927 0.591 161.0
9 mm 50 152.9 23.9 15.63%  95 109 204 -0.177 0.331 149.5
8 mm 27 137.3 18.9 13.76%  73 107 180 -0.258 0.524 136.0
7 mm  1 119.0 - -   0 119 119 - - -
Total 92 150.3 24.5 16.30% 102 107 209 -0.275 0.437 148.0

Table 8. Mean of male and female perikymata count based on the 1 mm interval of buccal crown height of the 
maxillary third premolar in  East Asians.    

Interval Sex N. Mean S.D. C.V. Range Min. Max. Kurtosis Skewness Median    
11 mm M  1 180.0 - -   0 180 180 - - -

F  0 - - -   - - - - - -
10 mm M  8 167.0 22.0 13.17%  64 140 204 -0.631 0.470 164.0

F  5 167.8 28.2 16.80%  67 142 209 -1.019 0.909 152.0
9 mm M 24 155.7 23.2 14.90%  85 117 202 -0.409 0.554 151.0

F 26 150.3 24.7 16.43%  95 109 204 0.041 0.233 149.0
8 mm M 11 141.0 18.9 13.40%  69 111 180 0.790 0.565 140.0

F 16 134.7 19.2 14.25%  63 107 170 -0.405 0.616 133.5
7 mm M  1 119.0 - -   0 119 119 - - -

F  0 - - -   - - - - - -
Subtotal M 45 153.8 23.6 15.34%  93 111 204 -0.486 0.433 149.0

F 47 146.9 25.0 17.02% 102 107 209 0.034 0.526 146.0

The application of perikymata counts in estimating 
crown formation times requires several assumptions:
1.  The full establishment of cross-striations as circa-

dian rhythm;

2. The clear mathematical correlation of the counts of 
cross-striations to each interval between the line of 
Retzius, such as 5, 7, 8, 9, 10, 11, more, or irregular 
periodicities;

3. The correct correlation between lines of Retzius and 
perikymata.
How certain are we that the circadian rhythm of the 

cross-striations, the circaseptan rhythm or consistent pe-
riodicity of lines of Retzius, and correlations between 
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2. Relationship between cross-striations and 
lines of Retzius

Norman & Poole (1974) found in their transmission 
electron microscopic investigation that lines of Retzius 
appeared as gaps between rows of enamel crystals.  They 
proposed that the lines of Retzius were a phenomenon 
of imperfect synchronizations of two or more circadian 
rhythms and suggested an eight-day periodicity.  One 
example they cited was the study by Lewis & Lob-
ban (1957) which explored the dissociation of diurnal 
rhythms in human subjects by restraining the subjects to 
live in abnormal time routines of 21, 24, & 27 hours per 
day.  Surprisingly, they found that while the potassium 
secretion persisted in a 24-hour rhythm, the other vari-
ables adapted to the environmental alterations through 
time.    

The numbers of cross-striations between the lines of 
Retzius have always been a confusing matter in debates.  
In the traditional examination of cross-striations, the 
methodology relies on ground sections of tooth enamel 
observed under light microscopes.  One of the difficul-
ties has been how to reduce the thickness to one or two 
enamel prisms, which would only be 10 to 15 µm, and 
still be able to observe the dark-light alternating bands 
under a light microscope.

Dean & Beynon (1991) recommended and per-
formed their research with 100 µm to achieve a uniform 
section thickness.  Bromage (1991) also applied dental 

lines of Retzius and perikymata are universally true 
across the extant and extinct primates?

1. Cross-striations
The overall evidence demonstrates that cross-

striations characterize a 24-hourly or circadian rhythm 
(Mirura, 1939, Risnes, 1986, Bromage, 1991).  The 
precise nature of the cross-striations is still unclear at 
present.  The differences in the composition of hydroxy-
apatite crystallites and the enamel matrix, as well as the 
degree of calcification have been proposed to explain 
the observable fact of cross-striations, but remain to be 
proven (Semmelink & Nygaard, 1982).  While phases of 
the mineral secretion play the key roles in determining 
such periodicity, the consistency of the circadian rhythm 
may have some degree of variation (see Robison et al., 
1997, for related issues in the mineral, water, protein, 
and enzyme distribution throughout the enamel matura-
tion phases).

The difficulty in labeling enamel during its secre-
tion and maturation phases has thus far made it difficult 
to establish beyond doubt that cross-striations represent 
a circadian rhythm in enamel formation.  Nevertheless, 
evidence in other tissues such as dentin, bone, and car-
tilage make it quite reasonable to assume that they are 
indeed evidence of a circadian rhythm.

Table 9.  Human crown initiation-(crown formation)-crown completion times (years).

Moorrees et al. Gustafson & Koch Dean et al. Reid et al.*         
Tooth (1963) (1974) (1993) (1998)                    
Max. I1 - 0.30-(4.20)-4.50 0.32-(3.15)-3.47 0.35-(4.08)-4.43

I2 - 0.95-(4.15)-5.10 0.69-(3.72)-4.41 1.05-(3.61)-4.66
C (3.5) 0.40-(5.80)-6.20 0.38-(4.37)-4.75 0.75-(4.45)-5.20
P3 b (3.1-3.4) 1.75-(4.15)-5.90 1.67-(2.85)-4.52 1.85-(3.57)-5.42
P4 b (3.1-3.4) 2.15-(4.70)-6.85 2.41-(3.11)-5.52 2.65-(2.95)-5.60
M1 mb (2.1) 0.00-(3.10)-3.10 0.00-(2.41)-2.41 0.05-(2.83)-2.78

M2 mb (2.8) 2.85-(4.55)-7.40 2.92-(3.13)-6.05 2.80-(3.28)-6.08
M3 mb (2.8) - - 7.68-(3.27)-10.95

Mand. I1 - 0.30-(3.90)-4.20 0.32-(3.10)-3.42 0.25-(3.52)-3.77
I2 - 0.30-(4.20)-4.50 0.69-(3.72)-4.41 0.40-(4.20)-4.60
C (3.5) 0.35-(5.75)-6.10 0.38-(4.37)-4.75 0.55-(5.41)-5.96
P3 b (3.1-3.4) 1.75-(4.25)-6.00 1.67-(2.85)-4.52 1.85-(3.87)-5.72
P4 b (3.1-3.4) 2.25-(4.60)-6.85 2.68-(3.11)-5.79 2.65-(3.46)-6.11
M1 mb (2.1) 0.00-(3.00)-3.00 0.00-(2.67)-2.67 0.05-(3.39)-3.34
M2 mb (2.8) 2.85-(4.45)-7.30 - 2.90-(3.16)-6.06
M3 mb (2.8) - 6.42-(3.16)-9.58 7.77-(3.09)-10.86

Adopted and modified from Reid et al., 1998, Journal of Human Evolution, p. 474,Table 5.
* Reid et al. (1998) was based on histological data; other results were assessed by radiograph.  
Abbreviations: (Max.): maxillary; (Mand.): mandibular; (b): buccal cusp; (mb): mesiobuccal cusp
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sections of 80 to 100 µm in the enamel labeling study 
on macaques.  Nevertheless, the 100 µm thickness does 
impose a reading error by overlapping too many layers 
(about 15) of enamel prisms, therefore possibly leading 
to inaccurate estimations in cross-striation counts.

FitzGerald (1998) employed 158 anterior teeth of 
different sex and ethnicity to explore the periodicity be-
tween the lines of Retzius.  The final dental sample size 
was 96.  He reported a mean of 9.7 and a SD of 1.0 count 
of cross-striations between lines of Retzius.   His effort 
in trying to dispute the generally believed circaseptan 
rhythm between lines of Retzius may not be reliable due 
to his methodology in choosing 100 µm thickness.

Although the reduction of section thickness was 
managed, Bullion (1987) commented that a poor reading 
resolution of cross-striations would result, if the enamel 
sections went under 40 µm in thickness.  Therefore, the 
methodological constraints in tissue preparation and sec-
tion observation would have introduced some degree 
of imprecision and inaccuracy in the aforementioned 
studies.     

Moreover, in most of the illustrations in the litera-
ture, the counting of cross-striations is on the superficial 
or outer part of enamel prism and seldom on the deeper 
or inner part of the enamel prism.  This is due to the diffi-
culty in reading the cross-striations in the deeper enamel 
in which the Hunter-Schreger bands are more obvious.  
This optical phenomenon is created by the decussating 
layers of enamel prisms.  The exaggerated curvilinear 
prism path may be the reason why the difficulty in read-
ing the cross-striations occurs.

Moss-Salentijn et al. (1997, p.17) concluded, “ In 
our opinion, all that can be stated at present is that the 
lines of Retzius in imbricational enamel exhibit an ap-
parent periodicity.  The difficulty of establishing the 
length of the period and the question whether this period 
is equal among hominids do not permit definitive state-
ments at this time.”

3) Correlation between lines of Retzius and 
perikymata

Perikymata are generally assumed to be the sur-
face or external manifestations of the lines of Retzius of 
teeth.  While this relationship has been well established 
for coronal and middle thirds of enamel (Kölliker, 1854; 
Pickerill, 1912; Risnes, 1984), the relationship is not as 
clearly defined in the cervical enamel.  This is particu-
larly troublesome since the distances between the cervi-
cal perikymata are progressively smaller, thus involving 
a relatively large proportion of the count (see Chapter 
6, pp. 96-97 for the discussion on the perikymata count 
variations at the cervical regions).

In addition, the equivalence between the lines of 
Retzius in imbricational enamel and the perikymata on 
the enamel surface may not be a universal mammalian 
pattern.  Skobe et al. (1985) have demonstrated that in 
carnivore enamel the lines of Retzius do not extend to 

perikymata grooves on the enamel surface.      
Several methodological and theoretical assumptions 

based on the human perikymata counts of the permanent 
incisors and the radiographic observations on permanent 
dentition have long been employed as evidence in the ap-
plication of perikymata counts in anthropological studies 
to estimate the crown formation time and age at death.  
We would like to point out again that such attempts have 
created numerous controversies and misleading results.

First, the currently widely applied assumptions were 
derived from small sample sizes that only used incisor 
teeth. The examples of modern perikymata count in hu-
man incisors, as was described in Chapter 1, includes 
two studies on modern humans by Bromage & Dean 
(1985, mean = 188, range = 165-202, n = 10, mandibular 
incisors) and Bacon (1987, mean = 145, range = 111-
179, n = 23, specimen: incisors).  There is one report 
by Mann et al. (1990b, 1991), using the archeological 
collection of 3000 B.C. from Hasanlu, Iran and A.D. 800 
in Island Field, Delaware, U.S.A.  This investigation dis-
puted the aforementioned work (mean = 116, median = 
118, SD = 25, range = 75-157, n = 12).  In addition to 
the small sample sizes, none of these studies presented 
convincing results regarding sex, and ethnicity, nor were 
the other dental locations, such as canine, premolars, or 
molars, examined.

Second, Bromage & Dean (1985) verified their re-
sults as evidence for the perikymata count applicability 
in estimating the crown maturation times by the matched 
overlapping of the perikymata-derived crown maturation 
times with the radiographically documented crown mat-
uration times.  We emphasize, as did Mann et al. (1991), 
that while exercising these applications we must rec-
ognize the fact that since crown maturation times were 
derived, such an approach has to be considered as hypo-
thetical and requires further proof in testing its accuracy.

Third, while perikymata counts may correspond 
to the incremental lines of the superficial imbricational 
enamel, the incremental lines in the appositional enamel 
can only be estimated, assuming that formation times 
can be derived from the counts of lines of Retzius or 
cross-striations.  This indirect approach will expand the 
range of variation or reduce the correlations of the re-
lated dental microstructures, thus introducing more er-
rors in estimation.

Fourth, as we examined the crown formation data, 
we noted that the growth and developmental timings for 
each tooth differed from one another.  Therefore, as was 
done in this study, the subcomponents of the incisors, ca-
nines, premolars, and molars should be treated individu-
ally to obtain their respective perikymata counts, instead 
of pooling them together to form a much larger group for 
comparisons.

We should also not consider the upper and lower 
dentitions as essentially mirror images.  In much of the 
literature, researchers tend to pool samples, which may 
lead to problems in increasing the biological variations 
and misrepresentation by a larger sample size.  While 
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Mann et al. (1990b, 1991) cautioned researchers regard-
ing the misleading conclusion of ape versus human affin-
ity of the australopithecines by applying the perikymata 
counts to estimate the age of death, it was unfortunate 
that they grouped all the incisors together and failed to 
provide a true representation in the variations of each in-
dividual incisor.  All incisors, whether maxillary or man-
dibular, central or lateral, have different crown matura-
tion times.

This project, which explores human third premolars 
in order to establish a data set of perikymata counts, has 
been the only attempt so far in expanding our knowledge 
of human biological variations in perikymata counts be-
yond permanent incisors in the past decade.  The sample 
size of 92 specimens in a single tooth location in per-
manent dentition, the maxillary third premolar, is also 
the largest observation ever made.  This database will 
no doubt provide a reliable source for comparisons and 
further implications.

In this study, not only the sample size was ex-
panded from the above mentioned 12 to 92 specimens, 
but also perikymata counts were established in a new 
dental location, maxillary third premolars.  In addition, 
the variations in sex and ethnicity were fully explored.  
Moreover, the correlation among the perikymata counts 
and their corresponding crown dimensions were inves-
tigated.  The results shown in this study not only help 
us understand the complexity of this phenomenon, but 
also dispute the present application of perikymata counts 
until further evidence of the correlation between the 
enamel microstructures is confirmed.      

The perikymata counts of the maxillary third pre-
molar in mixed sex and ethnicity of this East Asian pop-
ulation gives a mean count of 150, a standard deviation 
of 25, a coefficient of variation of 16%, a median of 148, 
a mode of 140, a range of 102 with minimum of 107 and 
maximum of 209.

The results demonstrated that there was neither sex 
differences between males and females, nor ethnic dif-
ferences between Chinese and Japanese in perikymata 
counts.  In addition, the results illustrated sexual dimor-
phism in that males had higher perikymata counts and 
larger crown dimensions than those of females.  

The commonly cited reference in the study of 
cross-striations and lines of Retzius comes from Bullion 
(1987).  Bullion counted the lines of Retzius of the appo-

sitional enamel (referred to as the dome-shaped lines of 
Retzius) and the imbricational enamel (referred to as the 
sleeve-shaped lines of Retzius, and is considered as the 
internal manifestation of perikymata) in a total sample 
of 48 unworn modern human teeth of 100 µm thickness 
ground sections (see Bullion, 1987, Chapter 7 for de-
tailed descriptions and the summary of findings in Table 
7.1, 7.2, 7.3, & 7.4).  The sample mostly came from the 
Royal Lancaster Infirmary and local dental offices, UK, 
and partially contributed by Dean.

In Bullion’s study, the maxillary third premolar 
dome-shaped lines of Retzius had average counts in a 
sample of 4 teeth of 39, 42, 36.33, and 43.33 respec-
tively. The statistical results are n = 4, mean = 40.15, 
SD = 9.83, CV = 24.47%, range = 36.33-43.33.  These 
reflect high variation.

The maxillary third premolar sleeve-shaped lines of 
Retzius had average counts in a sample of 4 teeth of 94, 
106.67, 114.67, and 109.33 respectively.  The statisti-
cal results are n = 4, mean = 106.17, SD = 8.77, CV = 
8.26%, range = 94-114.67.  These represent a very dif-
ferent pattern.

Bullion’s results on dental examinations of the max-
illary third premolar are reported 106 + 9 (n = 4) for 
the counts of sleeve-shaped lines of Retzius.  The result 
stands in contrast to what we have obtained in the result 
of perikymata counts in our sample.  The 106 + 9 counts 
of sleeve-shaped lines of Retzius demonstrate a major 
discrepancy to the corresponding counterparts of the 150 
+ 25 (n = 92) perikymata count in this study.  We find 
a significant difference between the two findings (p < 
0.01) (see Table 10 for summary).

The discrepancy may be accounted for as a result of:
1.  Observation errors.  As Bullion (1987, p. 141) stated, 

“…under high magnification, they (lines of Retzius) 
had the appearance of ‘fuzzy brown bands’… they 
often appeared in a haphazard pattern with none of 
the regularity observed under low magnification…” 
This phenomenon should have existed in all of the 
observations.  The resolution needed to improve the 
detection or identification of these microstructures 
requires SEM investigation.  

2.  Small sample size.  Bullion only investigated four 
maxillary third premolars as compared to the 92 
specimens examined in this study.  The small sam-

Table 10. Comparison of perikymata counts in this study vs. the lines of Retzius (LR) counts of Bullion (1987) of the 
maxillary third premolar.

Group N. Mean S.D. C.V. Range Min. Max.       
Bullion, 1987
Sleeve LR 4 106.17 8.77 8.26% 20.67 94 114.67
Yuan, 2000
Perikymata 92 150.27 24.45 16.27% 102 107 209

Significant p= 0.0007 (p < 0.01) 
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ple size may possibly lead to a biased result.   

3.  Pattern miscorrelation and misrepresentation.  If 
there were no observation errors in Bullion’s study, 
then the correlation between lines of Retzius and 
their external counterparts, perikymata, would have 
exhibited an unknown and more complicated pat-
tern than what was previously concluded.  As such, 
this opens a major theoretical gap for the implica-
tions of perikymata counts.
The notion of crown formation times and age-at-

death estimation based on the perikymata counts should 
be re-examined.

As discussed above, significant issues remain in the 
interpretation of the three microstructures in enamel: 
cross-striations, line of Retzius, and perikymata.  As 
we have seen in the methodology, (1) the estimations 
and countability of cross-striation counts between lines 
of Retzius, (2) the constraints in the thickness of sec-
tion preparation and in the tissue observation, (3) the 
indefinite role of the curvilinear and decussating struc-
ture of the Hunter-Schreger band related enamel prisms, 
(4) the inconsistency in the deeper enamel layer for the 
lines of Retzius and cross-striations, these problems 
render the application of the perikymata counts as truly 
questionable.

It is obvious that too many unknown factors have 
contributed and played major and/or minor roles in de-
termining the final outcome.

This study has demonstrated the value of a large 
data set.  Such baseline information will serve not only 
the relevant anthropological field, but also several areas 
in biology, with a solid foundation to further examine the 
kinematics of ameloblasts and their principal product, 
enamel, during human development and the evolution-
ary history of hominid lineages.

Investigations of perikymata counts in great apes 
and monkeys are essential to hominid and hominoid den-
tal anatomy comparisons, fossil record interpretations, 
and life history reconstructions.  Without these data, we 
will not be able to accurately use the perikymata counts 
to estimate age in fossil primate species.  The next step 
is to complete the East Asian mandibular third premolar 
perikymata count study in Chinese and Japanese, since 
the sample collection is available.  The expansion of 
such a dataset should further include: 1) the comparisons 
of other teeth in the permanent dentition, and 2) the com-
parisons of other ethnic groups from different regions, 
e.g., Africa and Europe.

The controversies about the correlations between 
perikymata counts, lines of the Retzius, cross-striations, 
and Hunter-Schreger bands also require immediate at-
tention.  The perikymata counts will serve as a funda-
mental data set as more efforts are made to further ex-
plore these correlations.    

conclusIon

Perikymata, the incremental lines on the dental 
crown surface, are of great interest to dental histologists 
and anthropologists.  The use of perikymata counts in 
estimating the age at death and crown formation times 
has been a controversial issue in providing evidence for 
how we interpret the place of australopithecines in homi-
nid evolution.

This study, which collected the largest sample size 
thus far, examined the perikymata counts at one of the 
posterior dental locations, the maxillary third premolar, 
rather than the previously studied incisors in the anterior 
dentition.  A total sample size of 92 maxillary third pre-
molars (P3), including right and left sides from males (n 
= 45) and females (n = 47), were investigated for their 
perikymata counts and crown dimensions in two modern 
human populations, Taiwanese and Japanese. 

The results dispute the utilization of perikymata 
counts in the estimation of age-at-death and crown for-
mation times.  A valuable database is reported here for 
further comparisons in resolving the controversy sur-
rounding the use of human perikymata counts, based on 
a large sample of modern Homo sapiens teeth.

We conclude that:
1) A review of the relevant literatures on histology, 

periodicity, research methodology, and the correlations 
among the enamel microstructures, including cross-stri-
ations, lines of Retzius, Hunter Schreger bands, and peri-
kymata, has provided sufficient scientific evidence to ne-
cessitate rethinking the assumptions and methodologies 
underlying many of the fossil interpretations.  Clearly, 
we do not have enough accurate data on the times needed 
to form crowns.  Additionally, there is variability in the 
number of cross-striations between lines of Retzius.  
These are sufficient reasons to warrant a moratorium on 
the use of perikymata for hominid evolution studies.  

2) While there is sexual dimorphism in perikymata 
counts, it is not statistically significant within the two 
populations.  The counts in males are higher than those 
of females in both Taiwanese and Japanese.

3) There are no differences in perikymata counts be-
tween the right and left sides.

4) There is no difference for either males or females 
between Taiwan and Japan in their perikymata counts.

5) Perikymata counts are significantly correlated to 
their corresponding buccal crown heights.

6) When data from the two populations were pooled 
as East Asians (n= 92), the mean perikymata count for 
maxillary third premolars is 150 with a standard devia-
tion of 25.  The perikymata counts in this study are very 
different from the commonly believed counterpart line 
counts of Retzius, investigated by Bullion (1987).  This 
significant discrepancy verifies the cautions raised by 
Mann et al. (1990b, 1991). 

7) Although the data on perikymata counts follow 
a normal distribution, the variation is high (coefficient 
of variation = 16 %).  Such high variation provides 
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part of the evidence for disputing the perikymata count 
assumptions.

8) The presumption of applying perikymata counts 
in estimating age at death and crown formation times 
should not be encouraged, as this will only compound 
the unknown issues in dental biology and create mislead-
ing results in human evolution.

9) We demonstrated the strength of SEM in this 
study, just as in other studies in dental anatomy, such as 
Boyde (1990) and Risnes (1998, 1999).  Scanning elec-
tron microscopy proves to be one of the most powerful 
tools in future research of enamel microstructures.  
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CHAPTER 17 
 
MosAiC CogniTivE EvoluTion:  
THE CAsE of iMiTATion lEARning

fRAnCys subiAul

inTRoduCTion

Among Ralph Holloway’s many contributions to 
anthropology is the notion of mosaic brain evolution; 
Specifically, the notion that the human brain is more 
than just a larger primate brain or an expanded rodent 
brain. Support for this view comes from research on 
hominid endocasts, the only direct evidence of human 
brain evolution available, showing that hominid brains 
underwent a number of organizational changes including 
prominent changes to visual striate cortex and the pari-
etal lobe (Holloway, 1996) as well as the temporal lobe 
(Rilling & Seligman, 2002). These changes—produced 
by evolutionary forces—led to changes in overall size as 
well as regional changes in volume, hemispheric asym-
metry, the distribution of fiber track connections within 
and between hemispheres, and species-specific variation 
in neuro-receptor distributions (Holloway, Broadfield, 
Yuan, 2004).

In 1967 Holloway hypothesized that this pattern of 
mosaic brain evolution resulted from selection for “com-
plexity management.” By complexity management Hol-
loway (1967) referred to a subset of continuous primate 
behavioral traits “related to the efficiency and fineness 
of discrimination, and adaptive problem-solving ability, 
which includes factors such as memory storage [encod-
ing], recall, attention-span, and delay responses” (5). 
These basic processes contribute to multiple psycho-
logical systems as such they represent ‘domain-general’ 
cognitive processes. Selection for specific behaviors 
likely favored a number of neural changes that affected 
how these domaingeneral processes contributed input to 
domain-specific mechanisms. That is, mechanisms that 
solve specific adaptive problems such as theory of mind 

or the causal properties associated with tool-use. Here 
I hope to build on some of Holloway’s (1967) ideas, 
specifically, the notion of mosaic brain evolution and 
the forces that produced such, and further explore Hol-
loway’s ideas concerning how selection acted indirectly 
on the brain through it’s selection of the specific actions 
and behaviors it produced given that behavior is what 
selection ultimately acts upon (Holloway, 1979; 1981; 
1996). As such, mosaic brain evolution is necessarily a 
reflection of mosaic cognitive evolution at both general 
(i.e., memory and attention) and specific (i.e., tool-use 
and language) levels. The notion of mosaic brain evo-
lution contrasts with both domain-general views of in-
telligence, such as those that propose a conceptual ‘g’ 
or general intelligence (Jensen, 2000) or pan selection-
ist theories such as the Social Intelligence Hypothesis 
(Jolly, 1966; Humphrey, 1976; Byrne & Whiten, 1990; 
Whiten & Byrne, 1997) or the Ecological Intelligence 
Hypothesis (Parker & Gibson, 1977; Parker & McKin-
ney, 1990) and most resembles the view of cognition 
proposed by Evolutionary Psychology (Buss, 2006; 
Tooby & Cosmides, 1990). 

Here I will focus on the nature and evolution of the 
imitation faculty; a psychological faculty that has typi-
cally been regarded as an all-purpose learning mecha-
nism (Buller, 2006); a type of ‘general intelligence,’ the 
product of selection for ‘social intelligence.’ To the con-
trary, imitation appears to be a mosaic cognitive faculty 
whose evolution was not the result of a general selec-
tive force favoring social or technical intelligence, but 
rather its evolution is the product of a confluence of fac-
tors some that are ‘social’ others that are ‘ecological’ and 
still others that are ‘technical.’ These different pressures 
from these different domains produced different imita-
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tion mechanisms, specialized in the imitation of different 
rules and responses. As a result, our species’ seemingly 
domain-general imitation skill is something of an illu-
sion. It is an illusion because our ability to imitate dif-
ferent types of information results from the operations 
of many different imitation mechanisms that give the 
appearance of a ‘general purpose’ psychological faculty. 
Such an imitation faculty was likely to be very useful for 
solving a number of problems. Some of these problems 
include: (a) the problem of learning dominance relation-
ships, where individual can minimize injury by inferring 
from observational learning who is likely to be domi-
nant/submissive, (b) the diet problem; learning what is 
edible and what isn’t or the problem of what to eat when, 
(c) the problem of alliances and cooperation, where 
individuals can minimize the risks of bad alliances by 
inferring from observation who is a reliable/unreliable 
partner, (d) the problem of extractive foraging, where in-
dividual can learn from others how to process or acquire 
protected food products, (e) the problem of social con-
vention, where individuals use others’ behaviors to guide 
where and when they should display species-typical be-
haviors or behavioral traditions. And, there are certainly 
others. In each instance, specialized mechanisms in the 
imitation faculty in coordination with other cognitive 
faculties grant individuals the flexibility to make rapid 
inferences about the dispositions of others or the causal 
structure of actions, bypassing the costs associated with 
trial and error learning, which in some instances may be 
lethal (e.g., the diet problem). Some of these instances 
require ‘imitation learning’ or novel imitation (when 
knowledge is first acquired and reproduced) but others 
only require the copying of species-typical behaviors—
familiar imitation (e.g., social conventions)—where pre-
viously acquired behaviors (either by imitation or trial 
and error) are appropriately and adaptively displayed.

The Multiple Imitation Hypothesis’ (Subiaul 2007) 
distinction between different imitation mechanisms may 
explain many of the similarities and differences reported 
between human and ape imitation performance. The ar-
gument that will be put forth in this essay is that hu-
mans and apes share some but do not share all imitation 
mechanisms. Differences in the number and type of imi-
tation mechanisms available to individual species likely 
rests on the unique adaptations that resulted from differ-
ent species-specific problems encountered in the species' 
environment of evolutionary adaptedness (Buss, 2007; 
Tooby & Cosmides, 1990) and the consequences of how 
selection favored different strategies for complexity 
management in different ape lineages (Holloway, 1967).

THE MAny fACEs of iMiTATion

The Multiple Imitation Hypothesis
Most view the imitation faculty as a domain- and 

content-general mechanism that operates across differ-
ent problem domains and content types, allowing in-

dividuals to learn everything from motor rules such as 
how to use chop sticks, to vocal rules such as aguacate 
(‘avocado’ in Spanish), to procedural rules such as how 
to cook your favorite pasta dish. Given what is known 
about the imitation skills of human children and other 
primates, it appears that the environment of early homi-
nids favored individuals who were flexible imitators, 
capable of copying a wide range of behaviors and re-
sponses: from using chop sticks, among other tools, to 
saying aguacate, among other novel sounds, to cook-
ing pasta among other procedural rules. However, the 
representation of auditory stimuli (such as aguacate) 
for the purposes of reproducing that sound must be fun-
damentally different than the representation of a motor 
action (such as using chop sticks) for the purposes of 
copying that action. A general-purpose mechanism ca-
pable of performing these different tasks seems unlikely 
if not improbable. What is more likely is that selection 
sifted through individuals with varying imitation skills 
and a unique cognitive-neural imitation profile capable 
of identifying, representing and copying these different 
types of information. This process would have produced 
distinct imitation skills mediated by specific imitation 
mechanisms dedicated to representing and copying spe-
cific types of stimuli. From this it follows that humans 
are good imitators relative to other primates not because 
we have an imitation mechanism that primates lack but 
because our species has evolved a whole suite of dis-
tinct imitation mechanisms or ‘imitation instincts’ that 
together result in an impressive ability to copy all sorts 
of responses in a flexible and adaptive fashion. 

This view of imitation fundamentally differs from 
the widely held domain-and content-general view of im-
itation. The multiple imitation hypothesis proposes that 
the imitation faculty is similar to other vertical cognitive 
faculties (Fodor, 1983), such as language, that are modu-
lar, specialized and consist of multiple components with 
discrete functions. However, it’s unlikely that the imita-
tion faculty is as encapsulated as Fodor (1983) proposed 
for visual systems, for example (c.f., Marr, 1982). In 
this conceptualization, the imitation faculty represents a 
specialized psychological mechanism with input from a 
number of domain-general systems like memory and at-
tention as well as domain-specific ‘core knowledges’ that 
include ‘theory of mind,’ ‘naïve physics’ and ‘naïve biol-
ogy’ (Spelke, 2000). Through this kind of domainspeci-
ficity, the imitation faculty can copy responses across 
different domains in a flexible and adaptive fashion.

Like other faculties, the imitation faculty can be di-
vided by its various functions. These functions are best 
captured by super-ordinate and sub-ordinate imitation 
mechanisms associated with the processing of specific 
types of stimuli (e.g., novel, familiar, auditory, motor, 
social, etc.). The super-ordinate imitation mechanisms 
include, (a) ‘familiar imitation,’ or the copying of fa-
miliar rules or responses and (b) ‘novel imitation,’ or 
the copying of novel rules or responses; often referred 
to as ‘imitation learning,’ which is distinguished from 
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‘familiar imitation’ in that it requires observational 
learning. That is, the ability to learn through vicarious 
(rather than direct) reinforcement (Bandura, 1977). Vari-
ous researchers have made similar class distinctions, 
recognizing that different mechanisms likely mediate 
the learning and copying of a novel behavior(s) and the 
copying of behaviors that already exist in an individual’s 
repertoire (Byrne & Russon, 1998; Heyes, 2001; Visal-
berghi & Fragaszy, 2002). However, these investigators 
have tended to argue that these skills are not related and 
consequently have tended to give these skills different 
names, which imply that they exist outside of a dedicated 
cognitive faculty for imitation. The reason for this being 
that many of these researchers believe that imitation is a 
single unitary cognitive process that animals either have 
or lack entirely (e.g., Tomasello & Call, 1997). In this 
framework, familiar and novel imitation mechanisms 
are brought together as part of the same cognitive fac-
ulty that mediates the ability to flexibly copy rules or 
responses across contexts. Moreover, subsumed within 
those two broad functional concepts are sub-ordinate 
mechanisms of imitation that specify the type of stimuli 
that is reproduced by either novel or familiar imitation 
(i.e., auditory, motor, cognitive).

As has been noted, all the proposed imitation mech-
anisms are characterized by flexibility and specificity. 
The flexibility requirement means that the behavioral 
rule that is copied is deliberate or replicable. That is, can 
be elicited in multiple contexts on multiple occasions; 
not the result of happenstance or trial and error learning 
or the product of narrow contextual cues. The specific-
ity requirement emphasizes that individuals must copy 
a specific ‘rule.’ The term ‘rule’ is broadly defined as a 
response involving more than two steps (e.g., with a dis-
tinct ‘beginning-middle-end’ structure) that are hierar-
chically organized and structured to achieve a matching 
response. The requirement that any type of imitation be 
rule-governed and flexible is necessary in order to differ-
entiate imitation from either perceptual or motivational 
mechanism that in association with rapid trial-and-error 
learning may represent an ancestral learning mechanism 
that predates (and may, perhaps, co-exist) with the imita-
tion faculty, providing critical input to the mechanism 
mediating familiar imitation, for example. The same is 
true of narrow species-specific skills such as copying 
mate preferences that while impressive, learning does 
not extend beyond a very narrow context (i.e., mat-
ing) and is dependent on specific stimuli (i.e., females) 
(Bshary & Grutter, 2006; Paz y Miño et al., 2004). Nev-
ertheless, such studies provide important evolutionary 
clues into the origins of the imitation faculty; highlight-
ing for instance, how selection for multiple content-spe-
cific observational learning skills could be aggregated by 
natural selection resulting in an imitation faculty like the 
one described here.

Super-ordinate mechanisms of imitation: 
Novel imitation

Part of the confusion in the imitation literature is 
that ‘imitation’ has been largely conceptualized as ‘novel 
imitation’ or the imitation of novel behaviors. For ex-
ample, in 1898, Thorndike defined imitation as “learning 
to do an act from seeing it done” (p. 79). Nearly a half-
century later, Thorpe defined imitation more narrowly 
and in purely behavioral terms: “copying a novel or oth-
erwise improbable act” (p. 122). These definitions are 
often viewed as synonymous, but they are quite differ-
ent. One core difference between these two definitions 
is the requirement that individuals copy another’s behav-
ior. Copying is, arguably, the essence of imitation. After 
all, what is imitation if it isn’t copying something? Yet, 
Thorndike’s definition doesn’t mention or imply copy-
ing but rather observational learning. The distinction 
between observational learning and imitation is critical. 
It is possible to learn something from another, yet not 
overtly express the acquired knowledge; for example, 
learning what not to do. In such instances, one can learn 
from a model without imitating the model. Thorpe’s defi-
nition, unlike Thorndike’s, stresses both (observational) 
learning and copying. Learning is implied in the criteria 
that what is copied is ‘novel’ rather than something that 
already exists in the observer’s behavioral or cognitive 
repertoire. Despite a number of qualifications and revi-
sions (e.g., Galef, 1988; Tomasello & Call, 1997; Whiten 
& Ham, 1992), Thorndike (1898; 1911) and Thorpe’s 
(1956) definition of imitation remain influential because 
of their simplicity and the ease with which they lend 
themselves to experimentation. Nevertheless, these defi-
nitions, which conceptualize imitation as the copying of 
specific and novel motor responses, have largely ignored 
an equally important function of the imitation faculty, 
familiar imitation.

Super-ordinate mechanisms of imitation: 
familiar imitation

Familiar imitation involves the ability to flexibly 
and adaptively copy common or recognizable rules/
responses that exist within an individual’s behavioral 
repertoire. In the motor domain, everyday actions fall 
into two distinct and conceptually significant catego-
ries: transparent versus opaque. Transparent responses 
are those responses that are immediately available to 
the senses such as transitive actions that involve reach-
ing for and interacting with objects and, as a result, may 
be executed via a visualvisual match (i.e., my hand on 
an object looks like your hand on an object). However, 
opaque responses cannot be executed in the same fash-
ion, as they are not available to the senses in the same 
way as transparent actions. Consider the act of imitat-
ing someone scratching their head. What you perceive 
when you see someone scratch their head is very dif-
ferent from what you perceive when you scratch your 
own head. The phenomenological experiences are very 
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different. This problem of translating a visual experience 
into a corresponding proprioceptive response has been 
termed the “correspondence problem” (Dautenhahn & 
Nehaniv, 2002). 

While to some, the distinction between ‘novel’ and 
‘familiar’ imitation may be obvious, there is significant 
debate as to what should count as a ‘novel’ response. 
Does ‘novel’ imply an entirely new behavior? By the 
most strict of standards this would exclude all species-
typical behaviors; a constraint that significantly limits 
research questions. One way around such a constraint is 
to require animals to execute a series of familiar behav-
iors in arrangements that are never (or rarely) observed. 
This technique—of stringing familiar actions in an ar-
bitrary sequence—has been employed by a number of 
animal researchers (apes: Whiten, 1998; birds: Nguyen 
et al., 2005; monkeys: Caldwell & Whiten, 2002) and 
represents one way of operationalizing ‘novelty’ in 
imitation research. Another technique has been to use a 
tool in novel problem-solving tasks (e.g., Visalberghi & 
Fragaszy, 1989, 1990, 1995; Whiten & Horner, 2007). 
Perhaps these studies, more than any others, represent 
the most strict standards of novelty, as subjects must 
often learn how to handle the tool and then learn how 
to use the tool in relation to another object. However, 
this poses a unique problem when comparing human 
and non-human ape imitation studies that involve tool-
use because humans may have unique causal conceptual 
mechanisms and by extension, species-specific skills 
pertaining to objects in general and tools in particular 
that nonhuman primates may lack (Johnson-Frey, 2003; 
Povinelli, 2000). But there are other ways to operation-
alize ‘novelty’ without using tools or specific motor re-
sponses. Subiaul and colleagues (2004), for instance, de-
veloped a cognitive imitation paradigm, where subjects 
had to copy novel serial rules independently of copying 
novel motor actions. All of these tasks require that sub-
jects learn something new in order to be reinforced, and 
exclude the possibility that subjects already know how to 
execute the target response. At the same time, such tasks 
control for the possibility that the ability to execute the 
motor response interferes with expression of knowledge 
gained during observation.

Others have tried to operationalize ‘novelty’ using 
single and familiar actions on objects (e.g., Apes: Hop-
per et al., 2008; Monkeys: Bugnyar & Huber, 1997; 
Voekl & Huber, 2000; 2007). Here, the rationale is that 
while a behavior such as mouthing is species-typical, 
mouthing an object in order to open it is novel. The 
problem is that animals often explore objects using their 
mouths and certainly use their mouths on objects associ-
ated with food. So, while a particular behavior directed 
toward a specific object may be unique, the actual be-
havior is not. In this regard, it’s more likely that familiar 
imitation of the familiar action (e.g., mouthing) rather 
than novel imitation is the primary mechanism underly-
ing the behavioral response in single-action paradigms. 
Such paradigms also make it difficult to distinguish be-

tween various mechanisms of the imitation faculty and 
the products of perceptual and motivational mechanisms 
in which, for example, an animal’s interaction with an 
object may direct an observer’s attention to that object 
(stimulus enhancement) or a part of that object (local en-
hancement), motivating the observer to interact with it 
(social enhancement). In such instances, these two indi-
vidual’s responses may be very similar, yet the similari-
ties are likely to be the products of stimulus and social 
enhancement as well as rapid trial-and-error learning, 
rather than by any mechanisms of the imitation faculty.

Sub-ordinate mechanisms of imitation:  
cognitive, motor & vocal imitation

In addition to distinguishing between familiar and 
novel imitation, it is important to distinguish between 
various sub-ordinate mechanisms that form part of the 
imitation faculty. These mechanisms involve copying 
different classes of stimuli, for example, auditory, motor, 
and cognitive stimuli. The reproduction of these differ-
ent types of stimuli compromise three particular classes 
of imitation: vocal imitation (the imitation of vocal/audi-
tory responses), motor imitation (the imitation of motor 
actions), and cognitive imitation (the imitation of cogni-
tive rules, including rules governing serial order, social 
conventions and spatial relationships, for example). The 
distinction between superordinate mechanisms of imi-
tation (e.g., novel v. familiar) and sub-ordinate mecha-
nisms of imitation (e.g., vocal, motor and cognitive) are 
important because it allows researchers to specify what 
type of imitation they are capable of. For example, an 
individual may be able to reproduce familiar vocal rules 
(e.g., words), but may not be able to copy novel vocal 
rules (e.g., novel words). Moreover, individuals may be 
able to copy novel cognitive rules (e.g., serial order), but 
not novel motor rules (e.g., specific action sequence). 
Some of these dissociations appear to be true in monkeys 
for instance, which seem unable to copying novel mo-
tor rules, but can copy novel cognitive rules (Subiaul et 
al., 2004; 2007). Interestingly, similar dissociations exist 
within humans. For example, children with autism, are 
unable to copy novel motor rules, but can copy familiar 
motor rules (Williams, Whiten & Singh, 2004). There’s 
also a dissociation in novel imitation performance 
among individuals with autism that parallels the disso-
ciation in monkeys; in particular a dissociation between 
novel motor and novel cognitive imitation (Subiaul, Lu-
rie, Romansky, Cantlon, Terrace, 2007).

This framework does not necessarily challenge fa-
miliar terms that have become an integral part of the 
imitation literature such as emulation—where individu-
als copy the outcomes or ‘affordances’ of actions—or 
goal emulation—where individuals copy the ‘intended’ 
action of others using idiosyncratic means. Rather, it 
questions the logic that terms such as emulation are al-
ternatives to imitation or more precisely, that ‘emulation’ 
is a mechanism that exists outside the mechanisms of 
the imitation faculty as described here. Rather, I advance 
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the contrarian’s view that terms such as emulation and 
goal emulation describe the imitation of different types 
of rules or responses; specifically, copying rules—novel 
or familiar—about environmental affordances or goals, 
respectively.

Neurobiology of familiar and  
novel imitation

Recently, a number of advances have supported the 
multiple imitation hypothesis (Subiaul, 2007). A func-
tional dissociation between novel and motor imitation is 
supported by neuropsychological and neurophysiologi-
cal research. In a series of studies, Rumiati and Tesari 
(2002, 2003) presented two groups of subjects with two 
different tasks: one involved copying familiar “meaning-
ful” actions; the other involved copying novel “mean-
ingless” actions. Meaningful (i.e., familiar) actions con-
sisted of common actions such as brushing one’s teeth. 
Meaningless actions (i.e., novel, arbitrary actions)1 
consisted of performing common actions in an arbitrary 
fashion, for example, a brushing action performed with 
the right arm extended outwards and the hand held up-
right. Predictably, subjects copied “meaningful” actions 
with fewer errors than meaningless actions. Rumiati 
and Tesari interpreted these results to mean that differ-
ent systems mediate the imitation of “meaningful” and 
“meaningless” actions. In their model, the perception 
of familiar actions are recalled from long-term memory 
then moved into working-short-term memory in order 
to generate a matching motor output. The perception of 
novel “meaningless” actions, however, is processed in 
working-shortterm memory as there’s no memory trace 
to recall from semantic long-term memory. 

Neuroimaging studies conducted by the authors 
have provided additional support for a dual-processing 
route. Rumiati, Weiss, Tessari and colleagues (2005), 
reported that the left inferior temporal gyrus was associ-
ated with a significant increase in blood flow when sub-
jects copied meaningful actions. Whereas, greater blood 
flow to the parieto-occipital junction was associated 
with copying meaningless actions. When comparing 
neural activation during the imitation of familiar relative 
to unfamiliar actions there were differential increases 
in neural activity in the left inferior temporal gyrus, the 
left parahippocampal gyrus, and the left angular gyrus, 
structures associated with longterm memory processes. 
Whereas, the superior parietal cortex (bilaterally), the 
right parieto-occipital junction, the right occipital–tem-
poral junction (MT, V5), and the left superior temporal 
gyrus where differentially active when subjects copied 
novel actions relative to familiar actions. The primary 

sensorimotor cortex, the supplementary motor area, and 
the ventral premotor cortex showed increased neural ac-
tivity when subjects copied both types of actions (famil-
iar and novel).

There are a number of studies that are consistent 
with the multiple imitation hypothesis (Buccino et al., 
2001; Cochin et al., 1999; Fadiga et al., 1995; Decety 
& Chaminade, 2005; Heyes, 2002; 2005; Stevens, Fon-
lupt, Shiffrar & Decety, 2000). For instance, various 
neurophysiological studies using transcranial magnetic 
stimulation (TMS), magnetoencephoalography (MEG), 
positron emission tomography (PET), and functional 
magnetic resonance imaging (fMRI) have found that 
when subjects observe an individual executing an ac-
tion using a specific muscle group, corresponding areas 
of the observer’s motor strip is activated, as if the ob-
server was executing the action themselves rather than 
passively observing someone else performing the same 
action (Buccino et al., 2001; Cochin et al., 1999; Fadiga 
et al., 1995). Consequently, when one sees a conspecific 
execute actions that are familiar and form a part of one’s 
own motor repertoire, neural regions such as the supple-
mentary motor area (SMA), the premotor cortex, and 
the superior and inferior parietal cortices—the action 
preparation system—are activated. This “motor reso-
nance” phenomenon is not triggered by novel actions 
because they are not present in the motor repertoire of 
an observer and are yet to be learned. When individuals 
observe novel actions they have no existing representa-
tions of the motor component of these actions. At best, 
they can call upon related or similar rules or responses. 
As implicated by the dual-route model (Rumiati & Tes-
sari, 2002; 2003; Tessari & Rumiati, 2004), the match 
between what is seen and what is ultimately executed 
must be done online (in working memory) with little or 
no help from existing cognitive representations of the 
target action.

The apparent motion paradigm (Shiffrar and Freyd, 
1990) has further highlighted the functional and struc-
tural differences associated with copying novel as op-
posed to familiar actions. Using PET technology, Ste-
vens et al (2000) presented participants with a human 
model engaged in possible (i.e., familiar) and impossible 
(i.e., novel) biomechanical paths of apparent motion. 
When the subjects perceived ‘possible’ paths of human 
movement, the left primary motor cortex and the parietal 
lobule in both hemispheres were found to be selectively 
activated. These areas were not activated when partici-
pants observed impossible biomechanical movement 
paths.

1. It's important to point out, however, that novel actions could be perceived as meaningful, yet, not exist in the ob-
server's behavioral reportoire. For example, we may observe two American Sign Language (ASL) speakers 
communicate with one another. Though the actions are novel to us because we are unfamiliar with ASL, the signs 
are, nevertheless, recognized as being “meaningful.” That is, they are recognized by naive observers as having a 
communicative function. Consequently, individuals may imitate meaningful novel actions differently from meaning-
less novel actions. Future experiments may wish to more directly assess the role of “meaning” in imitation indepen-
dently of the familiarity of actions.
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The results reported by Rumiati and Tessari as well 
as those by Shiffrar and Freyd make clear that differ-
ent neural mechanisms mediate the imitation of novel as 
opposed to familiar responses. They further demonstrate 
that the distinction between familiar and novel imitation 
may best be characterized as a difference between recall 
and learning. In the case of familiar imitation, individu-
als recollect past (learned) experiences. Whereas in the 
case of novel imitation, individuals are encoding novel 
experiences and knowledge through observation or vi-
carious learning. In any event, these distinct imitation 
systems may feed into a more general motor imitation 
circuit such as that proposed by Carr and colleagues 
(2003) and summarized in Figure 1.

Additionally, neurobiological studies have dem-
onstrated that observational learning—the core feature 
of novel imitation—has independent neurobiological 
circuits. Again, it must be stressed that in the multiple 
imitation framework, observational learning is not syn-
onymous with imitation, particularly familiar imitation. 

There are two main differences between observational 
learning and novel imitation: First, novel imitation re-
quires observational learning, but familiar imitation 
does not. Second, novel imitation requires observational 
learning in addition to copying. Observation learning re-
quires only learning, not copying. The rationale here is 
that one may learn many things from observation (dis-
positional traits, the worth of things, what not to do or 
how not to behave) but we don’t copy all we learn from 
others.

A number of lesion and single-cell recording studies 
suggest that observational learning is largely mediated 
by the right cerebellum. For example, Petrosini and col-
leagues (1999, 2000; 2007) demonstrated that rats tested 
in a Morris water maze task learn to locate a hidden plat-
form in a pool one of two ways: by individual, trial-and 
error learning or by observing an experienced conspe-
cific. To explore the cerebellum’s role in this skill, Petro-
sini and colleagues removed the right hemicerebellum of 
naïve rats either after they had been given the opportu-

Figure 1. Familiar Motor Imitation Circuit. According to Carr et al. (2003) information flows as follows: (1) the STC codes 
early visual descriptions of actions and projects these representations to the PPC mirror neurons; (2) the PPC 
integrates representations of kinesthetic aspects of actions and projects this information to IF mirror neurons; 
(3) IF codes the outcome or the ‘goal’ of the target action; (4) IF and PPC send efferent copies of the action 
plan back to the STC, creating a matching ‘resonance’ mechanism between visual and motor representations 
of the same action event; (5) motor execution of imitation is initiated.
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nity to observe expert rats navigate through the pool and 
settle on a hidden platform (post-observation surgery 
treatment) or ablated the same part of the cerebellum 
before naïve subjects had been given the opportunity 
to observe the expert rat find the hidden platform (pre-
observation surgery treatment). Results revealed that 
rats that received the post-observation surgery treatment 
learned how to find the hidden platform significantly 
faster than they would by trial and error. However, rats 
in the pre-observation surgery treatment failed to learn 
where the hidden platform was located. As a result, these 
rats performed randomly, eventually learning where the 
platform was located by trial-and-error learning.

Though these experiments do not exclude learning 
by perceptual/motivational mechanisms such as local 
enhancement, the results reported by Petrosini and col-
leagues (1999, 2000; 2007) have a number of significant 
implications. First, the removal of the right hemicerebel-
lum in rats does not extinguish spatial or navigational 
abilities because all subjects are capable of learning 

where the hidden platform is located. Moreover, the ab-
lation of this part of the cerebellum did not affect motor 
movements and/or coordination. Second, the difference 
between the performance of individuals in the pre- and 
post-observation surgery treatment demonstrates that 
the right cerebellum plays a significant role in learning. 
Third, the cerebellum’s potential role in observational 
learning strongly suggests that a distinct circuit (inde-
pendent of neural circuits mediating familiar imitation) 
is at work in social learning tasks in general and novel 
imitation in particular. This last point is corroborated by 
at least one other study with human subjects. Grèzes, 
Costes, and Decety (1998) showed that the left posterior 
cerebellum is uniquely active when subjects have the in-
tent to imitate a novel response. Results demonstrated 
that the cerebellum becomes active when subjects are 
confronted with new rules that must be learned by obser-
vation (rather than by trial and error). In humans, as in 
rats, this cerebellar circuit (Grezes et al., 1998; Petrosini 
et al., 2000; 2007) appears to be independent of a sepa-

Figure 2. Novel Motor Imitation Circuit. A number of authors have pointed to the left posterior cerebellum as well as 
the dorsal and ventral prefrontal cortex as critical for (i) the intention to imitate (e.g., Chamindate et al. 2002) 
and (ii) observational learning (e.g., Petrosini, 2007). Leslie and colleagues (2003) have suggested that these 
cerebellar and frontal circuits that appear critical for novel motor imitation likely interact with circuits that 
appear responsible for familiar motor imitation (c.f., Figure 1).
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rate frontal (e.g., BA 6, 9, 10, 46) and parietal (e.g., BA 
40 & 7) circuit that have been linked specifically to fa-
miliar imitation (Carr et al., 2003; Rizzolatti et al, 2002). 
Nevertheless, while these cerebellar circuits appear to 
mediate observational learning, Leslie, Johnson-Frey 
and Grafton (2003), suggest that information from the 
left posterior cerebellum as well as the dorsolateral and 
ventral prefrontal cortex interact with the circuit (i.e., in-
ferior frontal, STS and posterior parietal) associated with 
familiar motor imitation (Carr et al., 2003) in order to 
achieve novel motor imitation, for example (c.f., Figure 
2).

Neurobiology of cognitive &  
motor imitation 

Theoretically, the brain may imitate in one of two 
ways: either via a single imitation network involving 
hippocampal networks for familiar imitation (e.g., Ru-
miati et al., 2005) and a cortical-straital network for 
novel imitation or through distinct networks correspond-
ing to the imitation of different types of stimuli such 
as motor, vocal, cognitive. At present the evidence is 
mixed. At least one imaging study on the “song system 
of the human brain” (Brown, Martinez, Hodges, Fox 
& Parson, 2004) suggests that familiar motor imitation 
and certain aspects of novel vocal imitation may have 
overlapping neural structures or be mediated by the same 
neural systems. While certain aspects of the human song 
system were unique, such as action in the superior part 
of the temporal pole (BA 38) others either overlap or 
are adjacent to the ‘mirror neuron system’ in the infe-
rior frontal operculum (BA 44) that is known to play a 
critical role in familiar motor imitation (c.f., Figure 1). 
However, the overlap in the present study may have 
been due to sub-vocal rehearsal or the recall of lyrics 
from songs with a similar melody. Importantly, Brown 
et al. (2004) report that this system is only active when 
subjects are actively matching the pitch and rhythm of 
novel sequences but not when participants are recalling 
familiar melodies. Another neuroimaging study supports 
a dissociation between motor and cognitive imitation 
systems. Chaminade et al. (2002) presented subjects 
with a model executing one of three different aspects of 
an event: (a) the complete action arc from start to fin-
ish, (b) only the means used to achieve the action, and 
(c) only the result of the action. Subjects made one of 
three different responses: (a) passive observation, (b) 
imitated what was observed, or (c) acted freely. Because 
the task involved the intentional copying of actions, 
neural regions associated with higher-order motor repre-
sentations and sensorimotor transformations in addition 
to the posterior Superior Temporal Sulcus (STS) were 
active across conditions. However, different neural re-
gions were active when subjects observed and copied an 
entire event as opposed to when subjects observed and 
copied only the means or only the goals of that same 
event. Specifically, there was significant activation in the 
cerebellum (bilaterally) and the dorsolateral prefrontal 

cortex (DLPFC) when subjects copied both the means 
and the goals of an action. Yet, there was hypo- or no 
activation in these same regions when subjects copied 
the entire event. Moreover, despite the fact that some of 
the same regions were active when copying goals and 
means, regions of activation within DLPFC were not 
entirely overlapping. Furthermore, the medial prefrontal 
cortex was active only when subjects copied the means 
used to execute the action, whereas the left premotor cor-
tex was active only when subjects copied the goals of the 
action. The fact that premotor cortex was differentially 
active in the course of copying goals versus means is of 
some significance as premotor cortex is associated with 
“mirror properties” in monkeys and humans (Buccino et 
al., 2001) and associated with the preparation and ex-
ecution of goal-directed actions. Chaminade et al. (2002) 
argue that premotor cortex is only active when subjects 
copy goals because this is the only condition in which 
the means of the actions must be inferred from the ob-
servation event.

Taken together, these results suggest that the pos-
sibility for imitation-specific circuits that correspond to 
different imitation mechanisms. However, it cannot be 
overlooked that the studies by Chaminade et al. (2002) 
investigated goals, means, and action in the context of 
a motor imitation task rather than a task that involved 
copying non-motor or cognitive rules (independently 
of the execution of specific motor actions) as was done 
by Subiaul and colleagues (2004; 2007), for example. 
Moreover, this study did not distinguish between copy-
ing familiar (familiar imitation) versus unfamiliar (novel 
imitation) goals and means. So, for example, the system 
that mediates the copying of novel goals may differ from 
the system that mediates the copying of familiar goals.

MosAiC iMiTATion skills in APEs

The comparative study of imitation:  
Apes and humans

Certainly, social learning is common in the animal 
kingdom (Zentall, 2007) and sophisticated local tradi-
tions exist in apes (Whiten et al., 1999; van Schaik et al., 
2003) and to a lesser degree in monkeys (Panger et al., 
2002; Perry et al., 2003). And, as can be seen in Table 
1, while there are a number of similarities between hu-
man and nonhuman ‘cultures’ only humans have cul-
tures that build on prior knowledge and accumulate over 
time (Boyd & Richerson, 1985; Henrich & McElreath, 
2003; Subiaul, 2007; Tomasello, 1999; Tomasello, Kru-
ger & Ratner, 1993). Given our species’ penchant for 
cultural learning and the extent to which our survival 
depends on that learning, there is perhaps no greater 
question than what underlies such skills. One (arguably) 
uniquely human skill is the ability to copy a broad range 
of rules—motor, vocal, cognitive—from a model. Might 
differences in cultural learning be explained in part by 
differences in what and how apes and humans imitate?
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As with the attribution of mental states, there has 
been a long-lasting controversy over whether or not 
humans are unique in the ability to learn from others. 
In fact, Aristotle argued in the Poetics that humans are 
“the most imitative creatures in the world and learn first 
by imitation.” In the past 30 years, interest in imitation 
learning has experienced a renaissance, particularly as 
scientists have found that from birth neonate copy the 
facial expressions of adults (Meltzoff and Moore, 1977) 
and primatologists have documented various instances 
of tool traditions in populations of wild chimpanzees 
(McGrew, 1992; 1994; 2001; Whiten et al., 1999) and 
orangutans (van Schaik et al., 2003). However, to date 
only eleven studies have directly compared imitation 
learning in human and non-human [adult] apes using 
analogous procedures (Call, Carpenter, Tomasello, 2005; 
Call and Tomasello, 1995; Herrmann et al., 2007; Horner 
and Whiten, 2004; 2005; 2007; Horner, Whiten, Flynn & 
deWaal, 2006; Horowitz, 2003; Nagell et al., 1993; To-
masello, Savage-Rumbaugh, and Kruger, 1993; Whiten, 
Custance, Gomez et al., 1996). Six of these studies have 
reported that on an operational task, where a tool or ob-
ject had to be manipulated in a certain manner to achieve 
a specific result (or reward), humans reproduce the dem-
onstrator’s actions with greater fidelity (i.e., imitation) 
than did mother-reared apes (Call, Carpenter and Toma-
sello, 2005; Herrmann et al., 2007; Horner & Whiten, 
2007; Call and Tomasello, 1995; Nagel, et al., 1993; 
Tomasello et al., 1993). The other studies reported both 

similarities and differences between humans and peer-
reared apes when executing specific actions on an object 
following a demonstration (Horner and Whiten, 2004; 
2005; Horner et al., 2006; Whiten et al., 1996). And one, 
found no differences between the performance of adult 
humans and other apes (Horowitz, 2003).

Comparing familiar vs. novel  
motor imitation in primates

Given these results, it is obvious that there’s no 
simple answer to the question, ‘Do apes, ape?’ How 
might one explain these seemingly conflicting reports 
of similarities and differences, particularly if imitation 
is viewed as one unitary faculty that animals either have 
or lack entirely? One possibility is that these different 
studies are measuring different imitation mechanisms. 
When viewed this way it appears that apes and humans 
share some imitation mechanisms (hence the similarities 
in some studies) but do not share all (explaining some of 
the differences). Using the multiple imitation framework 
outlined above, studies such as, Horner & Whiten (2004; 
2005) and Horner and colleagues (2006) are likely to be 
tasks of familiar motor imitation, whereas studies such 
as Horner & Whiten (2007) are tasks of novel motor imi-
tation. Without question, novel motor imitation tasks are 
harder than familiar motor imitation tasks. What makes 
novel motor imitation harder is that to be successful 
the subject must first attend to the relevant information 
(hand or body part, tool or object), create a new action 

Components of Culture Humans NH Apes Monkeys

Innovation: New behavioral pattern is invented* + + +

Dissemination: Transmitted from individual to individual* + + +

Durability: Pattern persists beyond demonstrator’s presence* + + –

Diffusion: Pattern spreads across groups* + + +

Tradition: Pattern endures across generations* + + –

Standardization: Pattern is consistent and stylized* + + ~

Species-Valid: Not an artifact of human influence* + + +

Transcendent: Not determined by biophysical environment* + + +

Accumulation: Traditions build over time** + – –

Imitation: Ability to copy  novel motor responses‡ + + –

Variability: Two or more patterned behaviors in more than one domain§ + + +

Table 1. Features of ‘Culture.’ Below is a list of the characteristics of culture proposed by different authors and their 
distribution in humans, non-human (NH) apes and monkeys (specifically, capuchin monkeys). The table 
demonstrates that apes share many features in common and differ from monkeys.

*Criteria from Krober (1928), ** Tomasello & Call (1997), ‡Galef (1992), Whiten & van Schaik§ (2007), + (present),  
– (absent), ~ unknown or debatable
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representation and then match this abstract motor repre-
sentation with a new action plan. The same is not true 
for familiar imitation tasks because the observation of a 
familiar action likely primes that same action in memory 
(i.e., recognition memory). In this case, the construction 
of a novel action plan is not necessary as it is recalled 
from memory.

There are likely to be other differences that con-
tribute to differences in motor imitation performance 
among apes. Perhaps the most significant has to do with 
toolknowledge and tool-use. Most studies that require 
animals to use tools in ways that they do not do naturally 
in the wild tend to find differences between human and 
non-human subjects (e.g., Herrmann et al., 2007; Horner 
& Whiten, 2007). When the imitation task involves us-
ing tools in ways that are more ‘naturalistic’ (i.e., behav-
iors that typically appear in the wild such as probing with 
a stick or pushing objects out of the way), more similari-
ties are reported between humans and other apes (e.g., 
Horner et al., 2006; Hopper et al., 2008). However, there 
are some studies where apes are required to execute ‘fa-
miliar’ actions—such as pulling or pushing—on unfa-
miliar objects or in novel experimental circumstances 
(Call & Tomasello, 1995; Herrmann et al., 2007). These 
studies, too, tend to report more differences than simi-
larities between humans and other apes. Johnson-Frey 
(2003; 2004) and Povinelli (2000) have suggested that 
there may be in some cases subtle and in other cases dra-
matic differences between humans and other animal’s 
orientation to objects with tool properties. For instances, 
some of the differences in imitation performance may 
be due to differences in the “Grasp” and “Manipulation” 
motor system that are mediated, in part, by circuits in 
the parietal and frontal lobe. While Johnson-Frey sug-
gests that differences in these two motor systems may be 
negligible, how these systems interact with conceptual 
systems mediating causal action likely produces signifi-
cant species differences, as borne out by a number of 
comparative studies on chimpanzee tool-use (e.g., Po-
vinelli, 2000). Novel motor imitation likely depends on 
input from these various systems, without which it can-
not operate. The same is likely to be less true for familiar 
motor imitation, as experience allows individuals to re-
call existing motor representations and rehearsed motor 
action plans.

There is some support for the hypothesis that chim-
panzees differentially imitate novel versus familiar ac-
tions (Myowa-Yamakoshi et al., 1999). Myowa-Ya-
makoshi and colleagues presented chimpanzees with a 
number object-based actions that they characterized as 
general actions (familiar actions on objects that were 
commonly observed) and non-general actions (relatively 
novel actions on objects that were not commonly ob-
served). This corresponds roughly to the proposed dis-
tinction of familiar versus novel imitation. They applied 
this scheme to different actions on objects that ranged 
from copying single but specific actions on objects such 
as banging the bottom of a bowl, to copying actions that 

involve directing objects to specific body parts such as 
putting the bowl on the head, to copying object-object 
interactions such as putting a ball in a bowl. Results re-
vealed that performance was best for familiar actions 
and relatively poor for novel actions. Chimpanzees in 
these studies performed best in the object-object con-
dition and worst in the single-action condition. How-
ever, these results are derived from multiple trials and 
do not represent first trial performance. Unfortunately, 
no data is presented on ‘familiar’ versus ‘novel’ actions 
in these different conditions. But, Myowa-Yamakoshi 
and colleagues note that chimpanzees rarely copied any 
type of action (familiar or novel) on the very first trial. 
A strong indication that all or any subsequent copying 
behavior was likely mediated by familiar rather than mo-
tor imitation. Yet, given the hypotheses of the multiple 
imitation framework it’s surprising that object-object 
actions were ultimately easier to reproduce than single 
actions on objects. There may be two explanations for 
this result. One possibility is that the objects used in the 
study constrained or limited the range of object-object 
responses as compared with the single action on object 
condition, where many more responses were possible. 
So, for instance, the object-object action most accurately 
copied by chimpanzees was the familiar action of putting 
a ball in a bowl; an object-object interaction with clear 
causal affordances. Given that the chimpanzees tested 
in these studies have a lot of experience putting things 
in bowls, the fact that this action was copied with the 
highest fidelity shouldn’t be surprising even when com-
pared to a relatively simple but arbitrary (and, perhaps, 
novel) single action like rubbing the bottom of the bowl. 
A second explanation may have had to do with the fact 
that when subjects failed to reproduce the action, they re-
ceived explicit instruction. During the ‘Teaching Phase’ 
the demonstrator trained the subject to produce the target 
action through “verbal and gestural guidance, molding, 
shaping with verbal praise and food reinforcements, or a 
combination of these methods” (Myowa-Yamakoshi et 
al., 1999: 130). One or both of these explanations may 
explain the difference reported between copying a single 
action on objects and copying object-object actions. 

Recently, a number of studies have focused on a 
special type of familiar imitation: oral facial imitation. 
Comparative developmental psychologists have shown 
no significant differences between a human and a chim-
panzee infant’s ability to copy the oral-facial expres-
sions of a model. Chimpanzees, like human infants (e.g., 
Meltzoff and Moore, 1977), reproduce tongue protru-
sions, lip protrusions, and mouth openings in response 
to a model displaying the same expression (Myowa-
Yamakoshi, Tomonaga, Tanaka, and Matsuzawa, 2004). 
There are also parallels in the developmental trajectory 
of oral-facial imitation in both of these species. Myowa-
Yamakoshi and colleagues report that after 9 weeks of 
age, the incidence of oral-facial imitation in chimpan-
zees slowly disappears. A similar phenomenon has been 
reported for human infants (Abravanel and Sigafoos, 
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1984). In short this study found no qualitative differ-
ences between human infants and infant chimpanzees 
in oral-facial imitation. Recently, Ferrari and colleagues 
(2006) have reported oral-facial imitation in infant rhe-
sus macaques. However, researchers have cast doubt on 
the notion that matching oral-facial responses is best 
characterized as imitation (as defined here or elsewhere). 
First, an extensive review of the literature revealed that 
only tongue protrusions are matched by human infants 
(Anisfeld, 1991; 1996; Anisfeld et al., 2001). Second, 
and perhaps most surprisingly, a number of studies have 
demonstrated that a moving pen (Jacobson, 1979), blink-
ing light(s) (Jones, 1996) and music (Jones, 2006) are 
all as likely to elicit tongue protrusions in neonates as 
is watching a model display the same behavior. How-
ever, the study by Ferrari and colleagues on neonatal 
imitation in macaques is unique in that the experimen-
tal design included non-social controls such a spinning 
disk in addition to the typical social stimuli in such 
experiments (i.e., mouth opening, tongue protrusions, 
etc.). Ferrari and colleagues reported that lipsmacking 
and tongue protrusions occurred significantly more often 
in response to displays of those same actions than they 
did to other types of stimuli. However, lipsmacking oc-
curred the most often in response to different types of 
stimuli, much like tongue protrusions in human infants 
(Jones, 1996). Ferrari et al. (2006) noting the amount of 
inter-individual variation and the sensitivity to specific 
oral-facial movements (e.g., mouth openings and tongue 
protrusions) in both human and monkey neonatal imita-
tion pointedly caution that “the capacity to respond to 
the model may not reflect a general imitative skill but 
rather a sensorimotor sensitivity tuned to specific facial 
gestures” (p. 1506). At this point it is impossible to say 
with any certainty whether these results are mediated by 
a mechanism independent of the imitation faculty.

Taken together, the research reviewed above sug-
gests that the motor imitation skills of primates are a 
mosaic of many different imitation mechanisms medi-
ating the copying of different types of responses and 
likely represent adaptive solutions to specific problems. 
From this it follows that paradigms that conceptualize 
imitation as one unitary faculty that an individual either 
has or lacks entirely is problematic. As has been already 
noted, humans and other primates appear to share some 
imitation mechanism such as the ability to copy familiar 
motor actions and even novel cognitive rules (Subiaul, 
2007; Subiaul et al., 2004; 2007) explaining the similari-
ties reported by some comparative researchers. However, 
it’s also clear that apes do not possess all the imitation 
mechanisms of a human 2.5 year old. This conclusion 
appears to be particularly true for novel motor imita-
tion, a mechanisms that may rely on many higherlevel 
conceptual mechanisms. The fact that humans possess 
more imitation mechanisms sensitive to different types 
of stimuli, rather than a domain- and contentgeneral imi-
tation mechanism, explains our species ability to copy a 
broad range of behaviors and responses relative to other 
primates.

THE EvoluTion of THE  
iMiTATion fACulTy

Ecological & technological selection
Any contemplation of the mosaic evolution of the 

imitation faculty must begin with the question ‘What are 
these different imitation mechanisms for?’ How might 
having a simple imitation faculty consisting of only fa-
miliar imitation, for example, be adaptive? How might 
it increase fitness? Familiar imitation likely solves the 
problem of where and when to execute species-typical 
behaviors in appropriate contexts as well as coordinate/
affiliative activies. In contrast, novel imitation solves the 
problems of acquiring information at a low cost. In both 
cases, imitation reduces the costs (e.g., time, energy) as-
sociated with trial-and-error learning. So whereas famil-
iar imitation minimizes the need to learn where or when 
to execute familiar responses, in the case of novel motor 
imitation, it minimizes learning how and, perhaps why to 
do a novel action. 

As many have noted, these problems are particularly 
acute in environments that are constantly changing. That 
environment may be social, it may be physical or it may 
be both. The more flux, the greater the need to quickly 
adapt to the new situation and the greater the selection 
pressures favoring various imitation mechanisms. This 
view has been supported by mathematical models that 
have, in effect, demonstrated that the evolution of the 
imitation faculty is linked to life in ever-changing envi-
ronments (Boyd & Richardson, 1986; Henrich & McEl-
reath, 2003). An evaluation of animals such as birds and 
primates who live in variable social and physical en-
vironments, suggests that these animals possess social 
learning skills consistent with at least a basic imitation 
faculty (Reader & Laland, 2002; Lefebvre et al., 1998). 
Interestingly, Reader and Laland (2002) have reported 
that among primates, brain size correlates most sig-
nificantly with social learning, but also with individual 
learning (‘innovation’) and tool-use. In their analysis, 
social learning, individual learning and tool use are all 
strongly inter-correlated (Reader & Laland, 2002). Simi-
lar data exists for birds (Lefebvre, et al. 1996; Lefebvre, 
et al., 1998), providing evidence of convergent evolu-
tionary processes. 

The above evidence indicates that novel motor imi-
tation is likely to be a derived feature and a characteris-
tic of the hominoid imitation faculty; one that is perhaps 
intricately linked with tool-use. In this view, the more 
dependent an organism is on technology or motor learn-
ing for subsistence, the more imitation mechanism that 
animal is likely to possess (Figure 3). The main reason 
being that the use of technology—tools— requires spe-
cialized sensorimotor and inferential mechanisms work-
ing in a coordinated fashion to selectively attend to and 
encode certain types of information that produces a tem-
plate that serves as the basis for a matching response. 
Such pressures should be stronger among apes than 
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monkeys because while monkeys have specialized den-
tition and digestive systems, apes have somewhat gener-
alized dental anatomy and, with the exception of goril-
las, lack specialized digestive systems (Ankel-Simons, 
2000). These anatomical differences mean that whereas 
monkeys are able to enjoy a relatively diverse diet, apes 
don’t have the same luxury. In monkeys, diets range 
from non-ripe fruits and mature leaves to insects, small 
animals and gum. Ape anatomy, however, limits dietary 
options to a narrow range of foods that consist mostly 
of mature, nonfibrous fruits with high sugar and calorie 
content (Maier, 1984). As a consequence of these dietary 
limitations, the great apes occupy a fairly narrow range 
of ecological habitats, being largely restricted to tropical 
and woodland forests (Potts, 1998; 2004). Contrast the 
narrow ecological range of chimpanzees and orangutans 
to that of macaques that have made a home in the arid 
lands of Africa as well as the snowy hillside of Japan.

These ecological, morphological and dietary pres-
sures that, among primates, are mostly unique to the 
great apes, placed a premium on novel behavioral, cog-

nitive, and life history strategies that are critical to fitness 
(Potts, 2004) and presumably served as a compensatory 
mechanism for morphological limitations. One such be-
havioral strategy used to broaden the apes diet is the sys-
tematic pursuit of prey in groups—or ‘hunting’—(Watts 
& Mitani, 2002), another has been extractive foraging 
using tools (Goodall, 1986; Whiten et al., 1999). Yet an-
other, might have been the fission-fussion social orga-
nization of chimpanzees and bonobos. Holloway (1967; 
1981; 1996) argued that these variables were likely to 
be “prime interactive agents in human brain evolution” 
(Holloway, 1996: 97). But I proposed that these behav-
ioral and sociological innovations—hunting, fission-fu-
sion, and tool-use—likely favored an elaboration of the 
imitation faculty, in particular, the evolution of a robust 
novel imitation mechanism that was functionally inte-
grated with other domain-specific imitation mechanisms 
(e.g., motor and cognitive imitation) and by extension 
shaped neural organization and evolution. Certainly, the 
novel motor imitation skills of apes are less robust than 
those known to be present in children as young as 2.5 

Figure 3. Mosaic Evolution of Imitation. The imitation faculty likely evolved from primitive circuits mediating vicarious 
learning; specifically, the vicarious learning of fear, disgust and pain. The diagram presents a simplified 
summary of how certain selective forces and ecological problems may have acted upon these primitive 
circuits and produced a variety of distinct imitation mechanisms in different primate groups.
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years of age (Herrmann et al., 2007). These more derived 
novel motor imitation skills likely date to the first mem-
bers of the genus Homo, where the need and dependence 
on stone-tool technology and other methods of subsis-
tence including hunting and gathering placed increas-
ing pressures on various mechanisms of the imitation 
faculty. Some of these elaborations may have included 
functional connections with other conceptual systems 
mediating Theory of Mind and causality but also affec-
tive systems mediating cooperation and empathy.

Nevertheless, given the ecological circumstances of 
non-human great apes, an imitation faculty capable of 
novel motor imitation would immediately increase the 
fitness of chimpanzees, for example, as it would have 
provided individuals with the skills to effectively steal 
the technical knowledge of conspecifics and immediately 
use that knowledge to supplement their diets. Given the 
importance of such a skill, it should then be no surprise 
that apes have elaborate tool-traditions which afford the 
means to develop and maintain these skills necessary for 
sustenance (Whiten et al., 1999). Yet, note that traditions 
as they exist in chimpanzees and orangutans are mostly 
absent in monkeys (c.f., Table 1). And where they ex-
ist, as appears to be the case in capuchin monkeys, they 
comprise of just 2 or 3 behaviors which lack the diver-
sity and complexity that characterized chimpanzee and 
orangutan behavioral traditions (Boinski et al., 2003; 
Panger et al., 2002; Perry et al., 2003). These differences 
may rest on the fact, in captivity, among chimpanzees 
such traditions are mediated by motor imitation coupled 
by a strong tendency to always use the group’s preferred 
technique (see Whiten, 2005 for a review). No compa-
rable evidence exists for capuchin monkeys, or any other 
monkey species. Perhaps the discontinuity between tra-
ditions in monkeys and apes is not surprising, given that 
monkeys’, as a group, are characterized by numerous 
anatomical specializations that are specifically adapted 
to their niche, which in no small measure grants them 
the ability to exploit a wide range of diets and habitats 
without tools or the need for sophisticated traditions.

Imitation-Brain Co-Evolution
Given the evidence that capuchin, marmoset and 

rhesus monkeys as well as chimpanzees, orangutans and 
gorillas share a familiar imitation mechanism, familiar 
imitation is likely to be the most basic and ancestral 
feature of the imitation faculty, and the feature that is 
likely to be present in all animals that possess a faculty 
of imitation. The models proposed by Boyd & Richard-
son (1986) and Henrich & McElreath (2003) explain this 
facet of the imitation faculty best. While it’s possible for 
an animal to possess an imitation faculty that can copy 
only familiar responses (familiar imitation), it’s difficult 
to imagine an imitation faculty capable of novel imita-
tion, yet incapable of familiar imitation. From this it fol-
lows that the evolution of a derived imitation faculty that 
includes the ability to copy novel responses is premised 
on mechanisms the mediate familiar imitation. Some of 

the neurobiological evidence reviewed above provides 
some insights into how the elaboration of the STS-F5-
PS circuit in the macaque brain (c.f., Figure 1), for ex-
ample, can make at least novel motor imitation possible 
via the representation of intransitive actions (Rizzolatti, 
2005) and input from other neural regions, in particular 
dorsolater and vertal prefrontal cortex as well the pos-
terior cerebellum (c.f., Figure 2). However, logically, 
novel motor imitation is premised on novel cognitive 
imitation. The former seems difficult (if not impossible) 
without first having the ability to copy novel cognitive 
rules. But what selection pressures might have driven the 
elaboration of this faculty? One possibility is the need to 
develop and acquire more effective extractive foraging 
techniques; specifically, techniques that require the use 
of tools. Such selection pressures on observable behav-
iors certainly affected neural organization and perhaps 
contributed to mosaic brain evolution (Holloway, 1967; 
1996). Perhaps it’s no surprise that the regions that Hol-
loway and colleagues have identified as early candidates 
of reorganization such as parietal, cerebellar and striate 
cortex, also happen to be areas critical for imitation (c.f., 
Figures 1 and 2).

Specifically, the evolution of the imitation faculty 
most certainly involved structural and organizational 
changes to a number of domain-general and domain-
specific neurocognitive circuits: including attentional 
networks necessary to focus attention on relevant infor-
mation, memory systems for the purpose of represent-
ing, encoding and recalling the target information, as 
well as changes to the ‘reward’ and ‘empathic’ systems, 
necessary for learning and vicarious reinforcement. For 
instance, observational learning likely resulted from 
changes to the ‘reward networks’ of the brain. Specifi-
cally, changes to the left anterior insula, associated with 
the facial recognition as well as the imitation of ‘disgust’ 
(Carr et al., 2003) and along with the anterior cingular 
cortex, mediating pain empathy (Singer et al., 2004), 
are most certainly involved in vicarious punishment 
(c.f., Bandura, 1977). These changes provided individu-
als with a powerful tool, the power to learn what not to 
do or what behaviors are most likely to decrease fitness. 
Such vicariously learned aversions have been reported 
in many animals including birds, rats and primates (for 
review see: Olsson & Phelps, 2007). But there must also 
have been changes to structures that contribute to vicari-
ous positive reinforcement. That is, a mechanisms that 
promotes fitness-increasing behaviors but through vi-
carious rather than direct learning. Unfortunately, there’s 
very little to nothing that has been done about vicarious 
positive reinforcement or the study of positive empathy. 
A better understanding of the role of the vicarious expe-
rience of positive emotions will go a long way to explain 
vicariously learning; a central component of novel imi-
tation and by extension how pressure to make individu-
als better novel imitators directed brain evolution and 
re-organization.
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ConClusions

The data summarized above provides compelling 
evidence that the imitation faculty is mosaic and given 
its distribution among primates, its evolution and neural 
organization appears to reflect this fact. Holloway and 
colleagues have identified a number of neural regions 
such as cerebellar and parietal cortex that have under-
gone significant organizational changes. Others, such as 
Deacon (1997) and Semendeferi et al (2001), have ar-
gued for relative expansions of prefrontal regions (see 
Holloway, 2002 for a critique), structures that have been 
implied in both familiar and novel imitation. Given our 
knowledge of tool traditions in contemporary chimpan-
zee societies and evidence from the cognitive neurosci-
ences identifying frontal, parietal, and cerebellar regions 
as critical for imitation, it might not be so surprising that 
these neural regions, central to imitation, appear to have 
undergone radical changes in the course of human brain 
evolution.

The mosaic nature of the imitation faculty, consist-
ing of the ability to copy different types of rules and re-
sponses including, familiar motor actions (i.e., familiar 
motor imitation) as well as novel cognitive rules (i.e., 
novel cognitive imitation), most certainly afforded mon-
keys the ability to appropriately copy the (familiar) ac-
tions of their conspecifics. The evolution of this skill was 
likely to be a specific adaptation to the pressures of group 
living, such as pressures associated with managing so-
cial hierarchies and group feeding. From this it follows 
that familiar imitation should be common in most social 
species where the ability to adaptively copy the familiar 
behaviors of conspecifics during synchronized activities 
like foraging, feeding and territory defense would afford 
important fitness benefits; reviews of social learning in 
a variety of animals suggests that this is the case (see 
Zentall, 2006). These cognitive mechanisms mediating 
familiar motor imitation and novel cognitive imitation 
as well as observational learning provided the biologi-
cal raw materials for the evolution of novel motor imita-
tion. Here it’s proposed that a combination of sociologi-
cal, ecological and technological variables favored such 
a skill. From this it follows that novel imitation should 
be common in species with generalized anatomies and 
where technical (or specialized motor) knowledge is 
critical for survival. Thus, in this view, the elaboration 
of a critical social cognition skill—imitation—was the 
product not simply of social factors but physical factors 
associated with knowledge of tools, motor actions and 
spatial relations.
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CHAPTER 18 
 
THE FoundATions oF PRimATE 
inTElligEnCE And lAnguAgE skills

duAnE m. RumbAugH, E. suE sAvAgE-RumbAugH,  
JAmEs E. king And JAREd P. TAgliAlATElA 

It must have been an exciting time when hominids 
found that they had a level of intellectual operations 
that clearly was giving them an increased advantage in 
undertaking the unceasing daily challenges of survival–
generally in competition with a variety of animals of the 
savannah and forest, of getting food and water, avoid-
ing becoming a ready meal for carnivores, dying from 
exposure, and so on. These challenges were only com-
pounded as they migrated to novel environments in the 
far corners of Europe and Southeast Asia. Most likely a 
premium came to be placed on tools. Initially, natural 
items, such as stout portions of branches, could serve as 
clubs, and broken cobbles might yield knife-sharp edges 
for skinning and butchering. But tools are consumable 
and subject to being lost in less-than-well-coordinated 
running or left at a site because of distractions from sa-
lient distal events.

It is not difficult to conjure the premium afforded 
by invention and symbolic thought. We have the long-
standing view that it was the early evolution of bipedal-
ism in hominids that made it possible for later evolution 
of general intelligence by selection for brain size, and 
only secondarily by selection for body size. Prior to the 
emergence of competent bipedalism, intelligence within 
the primate order appears to have been a generous corol-
lary of body size. Size always has had its perquisites, 
providing priority access to the resources that afford not 
only life but the comforts thereof. The factor limiting 
size was likely the need for ready nourishment, as well 
as an environment providing accessible food and water 
for group living. The larger the quadruped ape, the more 
food and time to eat were required for life. The encepha-
lization process generously gave the great apes’ brains 
larger than justified on the basis of their body size.

The encephalization of the great apes generally 
makes them superior to the lesser apes and to the mon-
keys in formal tests of learning (Rumbaugh & Wash-
burn, 2003). Though excellent learners, even the larger 
monkeys and baboons lack the readiness to become 
rational learners in comparision to the apes–that is to 
learn the overarching principles that differentiate classes 
of visual discrimination problems.  Relational learning 
includes the ability to learn a general rule that defines 
a correct response for an entire class of problems con-
taining an unlimited number of exemplars, what Harry 
Harlow (1949) referred to as “learning sets.” Monkeys 
can achieve that capability, but they require far more ex-
perience and training than does an ape reared in a similar 
environment.

Similarly, the larger monkey species can, with ex-
tended experience, become quite proficient at transferring 
learning and consequently benefit from these increased 
amounts of learning (e.g., knowledge about how to do a 
task); by contrast the performance of the smaller primate 
species with smaller brains might become increasingly 
compromised with additional training on tasks prior to 
transfer-of-learning tests (Beran, Gibson, & Rumbaugh, 
1999). In other words, if one increases the amount of 
training even slightly prior to transfer-of-training tests, 
the apes and other large primates do substantially better, 
though the small primates do worse. We interpret this to 
mean that whereas all primates’ initial learning of dis-
crimination tasks is basically associative, they have a ca-
pability for advancement to relational learning—learn-
ing of overarching principles to expedite both learning 
and the transfer of learning to different situations. This 
advancement to relational learning is a positive function 
of the species’ brain volume.
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THE good FoRTunE oF  
HAving THE APEs

Although the early hominids are no longer with us, 
we are fortunate to have the great apes and dozens of 
feral populations of monkeys and prosimians around 
the tropical belt of the planet. Rumbaugh and Washburn 
(2003) have made a recent analysis of experiments that 
focus upon the intelligence of primates within a com-
parative framework; the reader is referred to the relevant 
studies in their book to better understand the bases for 
the rest of this chapter.

Because of the close genetic relationship between 
modern humans and the great apes (Gagneux & Varki, 
2001), we believe that much can be learned about the or-
igins of intelligence and language through research with 
the great apes both in the field and laboratory. Further-
more, and more specific to this volume, such research 
can help us better understand the emergence of intel-
ligence and complex communication processes in the 
hominids, and ultimately the essence of our own learn-
ing and behavior.

Prior to the recent cognitive revolution, psychology 
was heavily influenced by radical and methodological 
behaviorism for the majority of the 20th century (Am-
sel,1989).  For this reason alone it is timely that we 
reexamine the processes of learning and behavior and, 
in particular, the presumed role of reinforcement in ani-
mals’ adaptation to their environments.   As we do so, 
we will reconsider how organisms should be viewed 
and how the processes of learning and behavior that em-
brace their root sources, from instincts to conditioning, 
cognition, intelligence and culture, feed into adaptation 
and behavior.  Rumbaugh, King, Beran, Washburn, and 
Gould (2007) recently have offered a theory of learning 
and behavior based on salience, not on reinforcement as 
it is conventionally defined.  We will review the basic 
principles of that theory after we attend more specifically 
to the various complex learning and problem-solving 
skills of the great apes, as well as of their capacity to un-
derstand symbolism and certain dimensions of language. 
The capabilities that we will consider entail the emer-
gence of new behaviors and skills that are well beyond 
behaviors that would be predicted from a behavioristic 
interpretation of an animal’s specific training and/or re-
inforcement history. For that reason, we term these new 
behaviors as emergents.

A reinterpretation of how organisms should be 
viewed and of the processes of learning and behavior 
that embrace their root sources, from instincts to condi-
tioning, cognition, intelligence and culture, has been re-
cently reported by Rumbaugh, King, Beran, Washburn, 
and Gould (2007). We will review the basic principles 
of that theory after we attend more specifically to the 
various complex learning and problem-solving skills of 
the great apes, as well as of their capacity to understand 
symbolism and certain dimensions of language. The ca-
pabilities that we will consider entail the emergence of 

new behaviors and skills that are well beyond behaviors 
that would be predicted from a behavioristic interpreta-
tion of an animal’s specific training and/or reinforcement 
history. For that reason, we term these new behaviors as 
emergents.

How is iT THAT APEs CAn lEARn 
lAnguAgE And mAkE Tools?

Among the host of delightfully puzzling questions 
driving the field of primatology today, as it seeks for 
an ever-objective definition of the ape mind, are those 
that ask, basically, “In apparent contradiction to the con-
straints based on the conventional principles of learning 
and behavior that have been dominant for the past 75 
years, why do apes in particular exhibit emergents that 
take form as creative problem-solving abilities rather 
than relatively fixed behaviors in response to specific 
stimuli? What are their parameters? How are these abili-
ties acquired? How do some apes come to learn the se-
mantic meanings of word symbols, to use them in novel 
social communication, and even to comprehend human 
language and its elemental syntax? And how do some of 
them become sufficiently proficient from only observa-
tional learning to make tools and start fires based only on 
observational learning?”

We clearly need a new and comprehensive frame-
work of learning and behavior that embraces unlearned 
(i.e., instinctive) behaviors constrained by genetics and 
the remarkable behaviors brought about through condi-
tioning procedures, yet a framework that also provides 
for creative and inventive behaviors that emerge from 
time to time, though without a specific history of training 
that could account for them. These emergent behaviors 
come as surprises and are seen as something well beyond 
the domain of reinforcement, of highly specified training 
procedures (Rumbaugh et al., 2007; Rumbaugh, Savage-
Rumbaugh, & Washburn, 1996; Rumbaugh, Washburn, 
& Hillix, 1996).

Emergents have their roots in unlearned behavior 
systems as well as in the respondents and operants of 
conditioned behavior. Yet, they are something identifi-
ably different that strongly suggests high plasticity and 
intelligence as foundations. Just how emergents are gen-
erated by the normal operations of the brain from the 
experiences that all of life offers is at present imperfectly 
understood, to say the least. When asked how emergents 
are formed, one eminent neuroscientist replied, “God 
only knows.” To come to understand the parameters of 
emergents at any level will take decades of research at 
all levels, but to understand them better along the way 
will be reward sufficient to the task. In the meanwhile, 
primatologists can make valuable contributions in defin-
ing the antecedent and subject parameters of emergents 
and the impacts of emergents upon subsequent behavior, 
including learning and all other basic processes.
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Lana
Let us take a few select examples from our own lab-

oratory research. First, Lana, a female chimpanzee, was 
taught dozens of word-lexigrams (geometric patterns 
glossed as words) by basic operant techniques (Rum-
baugh, 1977). Specifically, she learned how to organize 
them into stock sentences required by the computer to 
operate specific devices that would vend for her a variety 
of foods, drinks, music, slides, movies, a view out-of-
doors, human companionship, grooming play, and so on.

But well beyond that, she was the one, not us, to 
initiate conversations by using a keyboard in order to 
get things that she could not otherwise access and to ask 
for the names of things. On occasion she would direct 
caregivers’ attention to malfunctioning systems. She ac-
curately differentiated sentence stems that correctly be-
gan sentences, (that she then would complete to obtain 
various rewards), from sentence stems that were in error 
and, hence, were erased as having no value to her. These 
are only a few of the highly significant behavioral ex-
tensions manifested by Lana that had literally no prior 
history of reward or reinforcement to account for their 
emergence.

Sherman and Austin
Second, the chimpanzees Sherman and Austin (Sav-

age-Rumbaugh, 1986) demonstrated their capacity for 
understanding the semantic meanings of the word sym-
bols (i.e., lexigrams) with which they worked each day. 
Initially they learned to sort lexigrams for three specific 
foods and three specific tools, drawn from a larger vo-
cabulary of dozens of symbols. After further training, 
they were able to label just the lexigrams for these foods 
and tools used in initial training with two new lexigrams, 
one glossed “food” and the other “tool.” Thus, they cat-
egorized the lexigrams for the three foods and three tools 
used in training with two new lexigrams that served to 
categorize all examples of food or all examples of tools 
symbolically. In the final test, they made only a single 
error between them in sorting 16 other food and tool 
lexigrams for a variety of foods and tools that had been 
reserved for the final test. 

In brief, they were very precise in labeling these test 
lexigrams for foods or tools appropriately with the cor-
responding general food or tool lexigrams even though 
the test lexigrams for specific foods and tools had never 
been previously associated with the general food and 
tool lexigrams. We conclude that their labeling skills 
in controlled test must have reflected semantic founda-
tions for their lexigrams. How would they have been 
able to categorize the test lexigrams so accurately if the 
lexigrams lacked meaning for them? In other words, the 
food and tool lexigrams had a general meaning for Sher-
man and Austin that transcended association with only 
a few specific lexigrams for particular foods and tools. 
We hold that the meaningfulness of these test symbols 
enabled covert representations of their physical refer-

ents and that it was those representations that, in turn, 
enabled  Sherman’s and Austin’s remarkable labeling of 
them at the time of testing.

In sum, Sherman and Austin demonstrated that, for 
them, word-lexigrams could acquire symbolic meaning, 
which is absolutely fundamental to language. Their very 
limited training with only three food and three tool ex-
emplars led to a generalized competence with 16 other 
lexigrams in a final test.

Kanzi
Third, Kanzi, a male bonobo, came to comprehend 

human speech, including both the meanings of indi-
vidual words and their use in novel sentences of request 
(Savage-Rumbaugh et al., 1993). He acquired these 
abilities without any specific training to those ends. In-
stead, Kanzi was raised in a social environment in which 
language was used by others in a natural context, simi-
lar to that experienced by human children. Indeed, we 
had thought that no ape had the capacity to acquire these 
skills. In brief, his brain somehow took the experiences 
of his daily life and gave them structure and function in 
new vectors, demonstrating new emergent competencies 
not at all natural to his species.

Rhesus Monkeys
Fourth, two rhesus monkeys (Rumbaugh & Wash-

burn, 2003) rapidly came to discern which of either 
member of pairs of numerals, from 0 through 5, was the 
one designated by experimenters to net the larger num-
ber of pellets on any given trial. The trials were massed 
and the monkeys were not food deprived, so the pre-
mium of their receiving, say, four rather than three small 
food pellets on a given trial seems trivial. Their training 
was then extended to include numerals 6, 7, 8, and 9. In 
final test, with seven possible pairings of the entire set of 
real numerals (i.e., 1-9) reserved for this test, they made 
only two errors.

In other words, they were able to conclude, on the 
basis of prior experience with the other numerals that 
had been used in training, which of two numerals en-
countered for the first time as a pair in final test would 
net the larger number of pellets. They did not do this 
because they were required to do so or even specifically 
trained to do so. Rather, their remarkably extended com-
petence reflects operations by their brains that took the 
vast array of other relevant experiences and somehow 
organized them so as to declare the probable “better” 
choice of numerals on each novel test trial.

These are only a few of dozens of examples of emer-
gents to which we could refer, yet they are sufficient to 
define our wonderful quandary: Out of their specific and 
relatively limited rearing and training histories, how do 
primates come to manifest a variety of new abilities and 
even new competencies heretofore unanticipated and un-
foreseen—that is, emergents?

This question cannot be pursued to a satisfactory 
conclusion within the limits of this chapter. Nonetheless, 
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we shall attempt to define the bases for the questions 
and, finally, to point to a new perspective of learning 
and behavior that is more in keeping with our current 
understanding of behavior of all animal forms than is 
traditional reinforcement theory. All of this is done to 
the end that the reader have an enlightened perspective 
of how the salient events of a challenging social and 
physical environment fostered larger and larger brains, 
higher levels of intelligence, and the foundations for 
creative technologies to emerge. It was likely from this 
path that a socially complex culture as we know it finally 
took form. And culture, too, served to provide increas-
ingly stimulating environments within which the homi-
nid infants benefited in their intellectual stimulation and 
development.

REinFoRCEmEnT REConsidEREd

Although we fully agree that the immediate corre-
lates and consequences of behavior are fundamental to 
the learning process and acknowledge that the concept 
of reinforcement has played a very significant role in the 
history of learning and behavior, it is time that we mark-
edly revise our definitions of the term reinforcement, if 
not abandon it altogether. The reasons for so doing are 
as follows:

The term carries excess meaning in that it 
encourages the beliefs that reinforcers actually 
strengthen associations between stimuli and specific 
behaviors and that all behaviors have reinforcement 
histories.

Its definition has been inherently circular.

It emphasizes behavior in its relation to specific 
stimuli inordinately and does not encourage con-
sideration of whatever the subject might bring as a 
sentient and knowledgeable agent-of-action to the 
determination of its behavior.

It inordinately emphasizes fixedness in behav-
iors and detracts from our likelihood of observing 
emergent behaviors–those that are creative, new, ef-
ficient, and insightful.

By abandoning the term reinforcement and us-
ing reward in its stead, we continue to acknowledge 
the importance of consequences of behavior yet rec-
ognize that what we have called “reinforcement” is 
really a resource of value to our subjects and that, 
in essence, it is equivalent to “pay for work done.”

The view that we are proposing here is as follows: 
As they adapt to their changing environments, organisms 
are fundamentally foragers for information. However, 
the foraging goes far beyond the usual sense of the word. 
Animals are constantly seeking optimal environments 

and, most importantly for our theory, relevant informa-
tion that yields needed resources bountifully and in rela-
tively safe contexts. The search for relevant information 
and subsequent use of that information in creative and 
imaginative ways form the basis for emergent behaviors. 
In contrast, organisms are not entities that have their be-
haviors comprehensively shaped and reinforced by the 
consequences of behavior. 

A New Perspective
From a variety of perspectives, perhaps no other 

construct has survived the past century with greater 
impact than has reinforcement. At the risk of being too 
simplistic, we would like to say that all perspectives and 
definitions of reinforcement assume that if reinforce-
ment occurs soon after the occurrence of a behavior, re-
inforcement can serve to strengthen the probability that 
this behavior will reoccur, given a repeat of the situation 
in which it appeared or was elicited. To us, the effect 
of reinforcement has always implied a certain degree 
of fixedness, a predictability, a robot-like predictability, 
that, at face value, are antithetical to creativity, invention, 
and intelligence generally for which apes are known. In 
its most basic traditional definition, reinforcement is 
posited as a theoretical process that strengthens an asso-
ciation, a stimulus, and a response. But now that we have 
solid evidence of complex cognitive skills and potentials 
in animals (including of course, humans), the concept of 
reinforcement is no longer very appropriate except in the 
context of simple, predictable responses. On the other 
hand, reinforcements can be important resources for the 
organism. We propose that the organisms learn predomi-
nantly about the resource values of reinforcements.

We are not asserting that the contingencies or after-
maths of behavior have no effect. Instead, we are arguing 
that the concept of reinforcement should be supplanted 
with other terms. We suggest the term outcome, with re-
ward standing for an appetitive outcome, resource mean-
ing an outcome garnered by foraging or taking, and pun-
ishment standing for an aversive outcome.

So, What Is Being Reinforced?
Historical tradition maintains that the manifestation 

of learning is expected to be the specific behavior that is 
being reinforced. Now, to illustrate the difficulties en-
countered in viewing reinforcement of responses as the 
determinant of both what is learned and what behavior is 
to be expected, let us consider a complex video-formatted 
task in which a rhesus monkey was assiduously trained 
by traditional operant techniques to capture an errati-
cally moving target by using its foot to control a joystick 
that moved a cursor. Although the monkey was trained 
to use its foot exclusively (i.e., it was never permitted to 
use its hand in training), results made it clear that what 
was learned was something far more comprehensive.

After the monkey mastered the foot task, it was 
given its first opportunity to use either its hand or foot. 
It tried to use a foot not at all! Rather, it used its hand 
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exclusively! Even more impressive was the fact that per-
formance was better with a hand than it had ever been 
with the monkey’s foot. 

Though reinforced exclusively in training to use 
its foot, the monkey clearly had learned much, much 
more: It accrued an apparently comprehensive under-
standing about the task, namely the relationship between 
the movement of the joystick and the movement of the 
cursor on the video screen! Such comprehension in the 
rhesus is not to be accounted for by the reinforcement of 
motor responses but rather by the integrative processes 
of its brain. (See Rumbaugh & Washburn, 2003, for fur-
ther details.)

Thus, while reinforcement doctrine would lead 
us to expect that the conditioning of response modes 
through extensive reinforcement histories will engender 
responses that are predictable and relatively stereotyped, 
reinforcements or rewards do not necessarily have such 
a limited effects! Stated most simply, though an experi-
menter might condition a specific response to be learned, 
the subject actually learns not only the relationships be-
tween responses but also how to access resources and 
avoid risks. In terms of the foraging metaphor used ear-
lier, the contingency between stimulus and reward is 
simply interesting information that is “foraged” in order 
to be applied within a wider context.

In other words, the brain takes what it obtains from 
experience and then runs with it, metaphorically, to form 
new behaviors and new skills. If such were the case with 
the early hominids, it is clear how they become the dom-
inant force in the world.

Rumbaugh, King, Beran, Washburn, and Gould 
(2007) have posited that the design of brains serves to 
bias the selective perception of events in accord with 
their salience—natural or acquired—and, also, to or-
ganize or interrelate them in accord with the ecologi-
cal resources and needs of the subject so that it adapts 
and survives. Major principles of that theory now will 
be considered in relation to the advanced learning and 
cognition of primates. Because salience of stimuli and 
events, produced either externally or internally, are basic 
to the theory, we shall summarize our perspective of sa-
lience and its posited role in learning and behavior.

A sAliEnCE THEoRy oF  
lEARning And bEHAvioR

What is salience? We begin with the assumption that 
consciousness is not necessarily a requisite to perceiving 
or responding to the salience of events—be they indi-
vidual units or coupled by parameters outlined below. 
Notwithstanding, it seems reasonable to assume that or-
ganisms attend to stimulus events on the basis of their 
perceived priority. Although this might be totally true, 
to avoid stopping with what is fundamentally a circu-
lar definition of salience, let us identify the attributes of 
objects and events that will declare them as salient. Sa-
lience might be natural, or it might be acquired.

Natural Salience
There are several stimulus events that are inherently 

salient by reason of the species’ genomes. They include 
ones for which salience is natural, such as the follow-
ing: (a) natural sign-stimuli that are relatively species-
specific; (b) intense stimuli (e.g., energies with high 
decibels, intense illumination and/or pressure levels) that 
threaten to exceed the sensory thresholds of a given spe-
cies; (c) biologically predicated need states, as for mois-
ture, nutrients, and an ambient temperature range that 
varies widely across life forms; (d) novel stimuli; and (e) 
perceptual integrative/organizing principles as originally 
defined by Gestalt psychology that serve to group and to 
otherwise enhance the prospects for an organized per-
cept rather than a random field of stimulation.

These sources of salience are not necessarily de-
pendent upon experience, though they might well be 
sensitive to requisite stimulation within certain levels of 
maturation (e.g., within critical age levels). In addition, 
all unconditional stimuli (of Pavlovian or classical con-
ditioning) that elicit reflexes are inherently salient.

Acquired Salience 
Other sources of salience are accrued, not neces-

sarily through traditional learning processes but because 
of what we view as a natural, near-universal principle: 
Units (stimuli, events, and/or behaviors) that occur reli-
ably in about the same time and space reliably tend to 
couple, to mix. This is true of most liquids, fumes, and 
even metals. It clearly is the case in the production of 
colors and odors. The celebrated neuroscientist Gerald 
Edelman (2006) has observed that neurons and neural 
circuits that fire together get wired together] Generally 
speaking, this mixture is of high probability as a general 
natural law or principle, echoing the work of D. O. Hebb 
(1949) and others. 

PRinCiPlEs oF THE FRAmEwoRk

Thus, the first principle of our framework holds that 
learning is based on the reliable temporal or spatial con-
tiguity of events. Units that co-occur reliably become at 
least metaphorically coupled or even blended to form 
an amalgam. There are two important corollaries of this 
principle:
1. In their coupling so as to form an amalgam, the 

units will mutually share their saliences and their 
response-eliciting characteristics. Thus, each amal-
gam will have unique characteristics above and 
beyond those of the units that have entered into its 
formation.

2. The merger of two or more units into an amalgam 
reflects the relative strengths of the individual units.
Consequently, some co-occurring units are coupled 

naturally because each unit has substantial strength. 
Thus, the units of lightening and thunder are readily cou-
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pled because each unit has substantial strength. It is not 
necessary that such units in their coupling have inherent 
sequential organization (e.g., though lightening always 
precedes thunder, other coupled units might co-occur in 
any order). That said, if one of two or more co-occurring 
units differs substantially in its strength from the others, 
the coupling is more likely if the weaker one(s) precede 
the stronger ones—as in classical conditioning. Whether 
units that are relatively weak in strength become cou-
pled if they sequentially follow the units of substantial 
strength will be determined by the degree to which the 
salience that inheres in the stronger units obscures or 
masks the salience that inheres in the weaker units.

Thus we posit that an amalgam of stimulus events 
will reflect their shared response-eliciting properties 
as some positive function of the vigor of the responses 
produced by each stimulus and the relative strengths of 
their responses when they co-occur in time and/or space. 
Thus, in classical conditioning, both the conditional 
stimulus and unconditional stimulus mutually share their 
response-eliciting properties. It is only because the un-
conditional stimulus is the stronger of the two that its 
response-eliciting properties are more strongly mani-
fested with the presentation of the conditional stimulus 
rather than vice versa. In other words, the high-strength 
unconditional stimulus will cause a large change in the 
response to the conditional stimulus, whereas the low-
strength conditional stimulus will have little or essen-
tially no discernable effect on the response to the un-
conditional stimulus. Nevertheless, there is good reason 
to hold that the unconditional stimulus accrues an ap-
proximation of the relatively minimal response-eliciting 
property that inheres in the conditional stimulus (Dom-
jan, 2003).

A second principle of our framework is that species’ 
brains are uniquely designed to process coupled stimu-
lus events, to somehow file and process them to form 
emergent behaviors and emergent capacities that service 
the species’ adaptation in both familiar and novel chal-
lenges. Organisms detect coupled events for which their 
neural systems have been attuned; that is, animals recog-
nize reliable and predictable patterns that might be basic 
to their adaptation. Either the patterns of events are “out 
there” in the natural word, or they are reliable conse-
quences of behaviors. They are the regularities if not the 
invariants of experience across time. The more complex 
the pattern, the more complex the cognitive system (and 
the brain) must be to recognize it in detail; notwithstand-
ing, animals learn by detecting predictable temporal or 
spatial relations if they are extant among co-occurring 
units that are basic to their adaptation.

bRAin businEss

We have posited that species’ brains or neural sys-
tems are attuned to attend to what is basic for their sur-
vival and reproduction. As its fundamental model of 
operation, we posit that the brain produces streams of 

amalgams as defined above. The brain also functions, 
perhaps continuously, to relate and interrelate the amal-
gams into systems that reflect their similarities and their 
relationships. Metaphorically, we use the term templates 
to label those systems of organized amalgams. We view 
templates as being either essentially natural or arbitrary. 
Natural ones are those that reflect the basic adaptation 
modes and significant processes required of the species. 
Natural templates receive amalgams that have such fun-
damental significance to a species’ adaptation that rapid 
learning and adaptation are to be expected. Arbitrary 
templates are those that are entailed in everything else, 
such as the complexities of acquiring insights to other-
than-natural challenges and of acquiring rules, forming 
strategies, mastering language, composing music, and 
inventing. The formation of arbitrary templates might 
require substantial periods of time, if not years, of expe-
riencing classes of generalized experiences.

In their formation and operation, templates assimi-
late amalgams that are closely related or similar. When 
an already existing template cannot accommodate a 
stream of amalgams being formed as a result of a novel 
or unexpected pattern of stimulus events, then the as-
similation process may adapt by forming a new template 
to accommodate the novel amalgams. We believe that 
the tension resulting from the effort to assimilate novel 
combinations amalgams into new templates may stim-
ulate the formation of emergents as new options that 
might afford effective and energy-saving adaptations. 
The flexibility of the template formation process means 
that the emergent behaviors are emancipated from the 
constraints of traditional stimulus–response or response–
reward mechanisms.

REinFoRCEmEnT REdEFinEd

The reader will note that reinforcement, according to 
our frame of reference, does not serve any specific role. 
Reinforcements obviously have major effects upon be-
havior due to their strength and response-eliciting prop-
erties, either of which might be of natural or acquired 
origin. In reliable and contiguous association with other 
stimuli, it shares both its salience and its response-elicit-
ing properties with other current stimuli and behaviors to 
form amalgams—brain business. Thus, in classical con-
ditioning the unconditional stimulus has natural salience 
and shares its response-eliciting properties with other 
stimuli that are contiguous with it, specifically the con-
ditional stimulus. Across trials, the conditional stimulus 
and the unconditional stimulus form a stream of highly 
similar amalgams, all sharing a conditional stimulus–
unconditioned stimulus temporal contiguity. Hence the 
conditional stimulus comes to function as though it were 
the unconditional stimulus, and conditioning is said to 
have occurred. Since the conditional stimulus is selected 
by the experimenter because it is weak, nonsalient, and 
does not elicit strong responses, the unconditional stimu-
lus by itself subsequently shows little readily observable 
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influence after formation of the amalgam between the 
conditional and unconditional stimulus. Nevertheless, 
we suspect that subtle influences of a conditional stimu-
lus upon an unconditional stimulus can be detected by 
appropriate methodology.

We make the following points to clarify further the 
preceding argument made above. We hold that a process 
similar to either sensory preconditioning or autoshaping 
likely prevails in both respondent and operant condition-
ing situations. Sensory preconditioning enhances the 
salience of basically neutral stimuli simply by pairing 
them together temporally with more salient stimuli. In 
sensory conditioning paradigms, neither of the neutral 
stimuli would be regarded as an unconditioned stimulus. 
The less salient of the previously neutral stimuli gains in 
salience and become functionally equivalent to the more 
salient stimulus in its role. Thus, if one member of a pair 
is an unconditional stimulus, then quite likely the other 
less salient one will assume some of the properties of 
the unconditional stimulus despite the fact that it origi-
nally served as a conditional stimulus in a conditioning 
procedure.

The phenomena of autoshaping occurs when a neu-
tral stimulus such as a light and a traditional reinforcer 
such as food are temporally paired. The food presenta-
tion is predicted only by the light and is independent of 
any response that the subject makes (Brown & Jenkins, 
1968). After autoshaping, the subject makes responses to 
the neutral stimulus (e.g. pecking) that were previously 
make only to the reinforcer. The topography of the con-
ditioned response of pigeons acquired therein (e.g. peck-
ing the light) provides strong support for the frame of 
reference here advanced—that the functional role of the 
“reinforcer” is shared with (i.e., becomes elicited by) a 
visual target or a discriminative stimulus temporally as-
sociated with the reinforcer. If the “reinforcer” is grain, 
the bird pecks at the target as though if it were food; if it 
is water, the bird pecks as though it were drinking water. 

Similarly, pigs described by Breland and Breland 
(1961) readily learned to pick up wooden nickels and 
deposit them in a piggy bank for food reward. Across 
time, however, the nickel-directed depositing behavior 
became disrupted as the pigs came to root and toss the 
nickel as though it were food. Thus, the reward came to 
share its response-eliciting properties with the nickel and 
resulted in the pigs manifesting their learned rooting and 
tossing even though it resulted in the absence of food 
reward.

From our frame of reference, a conditional response 
is a manifestation of the partial functional equivalence of 
the conditional stimulus and the unconditional stimulus. 
The response, once conditioned, never completely dupli-
cates the response elicited by the unconditional stimulus 
because each unit of an amalgam retains in part its own 
salience and its own response-eliciting characteristics. 
Functionally, both “reinforcers” and rewards constitute 
resources relevant to the organism because of its bio-
logical and acquired needs. In conditioning contexts, the 

organism learns about resources that it can obtain and 
about how to obtain them. Contingent upon the species 
of subject and its neural system, the conditioning expe-
riences will be processed to the end that the organism 
is likely to learn primarily about relationships among 
the units of the task and how to get the valued resource 
based on those relationships.

Thus we recommend use of the term reward in-
stead of reinforcer due to the discredited assumption 
that a reinforcer directly strengthens a specific response 
or behavior. Rewards play a much more general role in 
learning and the directions of behavior than traditional 
rewards.  Rewards give the organism a reason to care 
and learn about the predictable patterning of stimuli and 
events that we are constantly experiencing.

EARly EnviRonmEnT  
And iTs signiFiCAnCE

Among the several sterling contributions made by 
primatologists is the uncontested principle that condi-
tions and experiences present during early development 
have long-lasting sculpting effects upon the intelligence, 
emotions, interests, personalities, and morphology of or-
ganisms. In the area of primate behavioral development, 
Mason (2002) saw the emergence of new behaviors and 
capabilities as a concept that is fundamental to the un-
derstanding of behavioral development and that requires 
new descriptive categories and measurement. The com-
prehension of human speech and of the meanings of 
various word-lexigrams by apes without formal training 
is a prime example.

THE signiFiCAnCE oF RECEnT 
lAnguAgE REsEARCH wiTH APEs

Earlier assumptions comparing the language abil-
ity of apes with human standards of speech, especially 
in phrase and sentence construction, incorrectly led re-
searchers to conclude that apes do not and cannot have 
language (Rumbaugh & Savage-Rumbaugh, 1994). 
Extending this logic has brought the equally incorrect 
converse implication that language is a uniquely human 
attribute. Contemporary research in ape language, how-
ever, has unequivocally demonstrated the capability of 
apes to acquire the meaning of symbols and to use those 
symbols with results that demonstrate the fundamental 
properties of human language.

Specifically, intensive research across the last 30 
years has documented that apes can do the following: 
(a) learn and use symbols to represent objects or events 
that are not present. This capability is referred to as dis-
placement and is a necessary foundation of semantics; 
(b) use learned symbols among themselves and/or with 
humans to solve problems by exchanging information; 
(c) readily organize their learned symbols into concep-
tual categories (e.g., foods, tools, people); (d) acquire 
language optimally through daily experiences garnered 
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during infancy, not through formal training; (e) comply 
with basic rules of grammar and comprehend novel sen-
tences that they hear, sentences that have their meanings 
syntactically embedded; and (f) understand and respond 
appropriately to sentences that have not be encountered 
before (Savage-Rumbaugh et al. 1993). This capability, 
referred to as generativity in language comprehension, 
is probably the most fundamental of all human language 
capabilities (Corballis, 1992).

In order for apes to display language capabilities, 
their understanding of those symbols must have become 
decontextualized. This capability is necessary in order 
surmount a classic linguistic puzzle identified by the lin-
guist Quine (1960) as the Gavagai problem. The problem 
arises when a linguist tries to understand the meaning of 
words spoken by natives in a language totally different 
from that of the linguist. If, for example, a native points 
to an elephant and says a word in the native language, 
the linguist does not know if the word refers to elephants 
in general, the name of that particular elephant, a par-
ticular body part, a mammal, a quadruped, and so one. 
Quine speculated that if the native language were suf-
ficiently different from that of the linguist, learning the 
new language might be virtually impossible. The Gav-
agai problem led Premack (1986) to a pessimistic view 
toward the possibility of apes ever mastering a language 
comparable to human language.

Clearly, because of the Gavagai problem, language 
experience that is based only on exposing an ape to re-
peated pairings of a symbol with the same particular 
exemplar will not produce a full understanding of the 
symbol’s meaning. Instead, the ape should be exposed to 
the symbol in a wide variety of contexts, just as human 
children are exposed to the word in different types of 
linguistic, physical and social settings. In other words, 
the symbol or word must be experienced in a different 
setting, that is, it must be decontextualized. This ap-
proach was followed in the language acquisition of the 
bonobo Kanzi (Savage-Rumbaugh et al., 1993). Kanzi 
experienced both lexigrams and spoken English words 
in many situations similar to those experienced by a hu-
man child during the language-formative years. The later 
evidence that Kanzi could understand these spoken Eng-
lish words when used in novel sentences was compel-
ling evidence that his prior language-related experiences 
produced a decontextualized understanding of spoken 
English words.

King, Rumbaugh, and Savage-Rumbaugh (1999) 
later noted the similarities between the decontextualized 
understanding of language-related symbols and the un-
derstanding of general personality dimensions including 
extraversion, conscientiousness, and neuroticism. These 
dimensions are readily imputed to other individuals as a 
result of either observing or learning about the responses 
of an individual in a diverse set of circumstances. There-
fore, a personality judgment about someone’s degree of 
extraversion could be viewed as a decontextualized con-
cept extracted from multiple past occurrences of a per-

son’s behaving in an extraverted or introverted manner.
The emergence of symbol meaning as well as per-

ception of personality dimensions are both results of in-
ferences about an underlying concept as a result of ex-
periencing multiple instances of multiple exemplars in 
multiple contexts. Because of the similar logical struc-
ture of decontextualized symbols and decontextualized 
personality constructs, King et al. (1999) suggested that 
the origins of language in hominids coincided with early 
intense sociality and increased language use-centered 
discussion related to personalities of others (see Dunbar, 
1996).

The relationship of the exemplars to the symbol 
meaning or personality perception is far more complex 
than is the extraction of a set of common elements and 
lies beyond the scope of this chapter. Yet, symbol mean-
ings and personality perceptions are highly salient parts 
of our lives. If we return to the previously noted inter-
pretation of salient stimuli as being based on organized 
aggregations of amalgams into templates, it is clear that 
the templates for linguistic symbols or personality traits 
are not a simple sum of all information in the exemplars. 
Instead, a complex inferential process leading from ex-
emplars to template occurs.

Consequently, on this foundation, current research 
has accomplished the following broader objectives:

It has elucidated the evolutionary and ontoge-
netic roots of language.

It has provided training materials and tech-
niques that greatly benefit children who have lan-
guage deficiencies because of developmental dis-
abilities. 

It has revealed that the basics of language com-
petence probably comprise the abilities (a) to use 
symbols to represent objects not necessarily present 
in time or space and (b) to use learned symbols to 
communicate information that cannot be exchanged 
via the unlearned modes of communication.

In addition, research into the commonalities of 
primate language has confirmed similarities among 
the great apes and humans in the following areas. 

Early Environment and the  
Importance of Logic Structures

Although we know that early environmental stimu-
lation can have generally facilitating effects upon de-
velopment, research involving apes has confirmed that 
it is the logic structure (recurring patterns of commu-
nication, language use, music, and movement) of the 
early environment that defines the specific dimensions 
and interests of cognition and competence. A corollary 
of this important principle is that the specific effects of 
the logic structure are quite probably related to brain size 
and complexity. In particular, we can say that early envi-
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ronment is probably much more critical to the cognitive 
development of children and apes than it is to monkeys 
and prosimians. 

Principles of Continuity
As a result of the research with bonobos, and in par-

ticular with Kanzi, the noted comparative psychologist 
Michael Domjan (2003) concluded that continuities be-
tween animals and humans reach far beyond the mere bi-
ological: “The language sophistication of Kanzi proves 
that many important linguistic skills are not uniquely 
human attributes. Thus, these findings vindicate Dar-
win’s belief, stated in Chapter 6 of the Origin of Spe-
cies (1859), that Natura non facit saltum [Nature does 
not move by leaps but through continuous gradations]”  
(p. 384).

Neuroanatomical Continuities 
One salient feature of how the human brain pro-

cesses language is the lateralization of this function to 
one hemisphere. According to the classical model popu-
larized in the second half of the nineteenth century, two 
cerebral cortical areas larger in the left hemisphere are 
most commonly associated with language functions. 
Broca’s area is a productive region that encodes vo-
cal signals into meaningful words and sentences; Wer-
nicke’s area, a receptive region, processes and integrates 
auditory sensory information. In other words, Broca’s 
area functions primarily in the planning and execution 
of speech, whereas Wernicke’s area functions to make 
sense of the speech that a listener perceives.

Human-like neuroanatomical asymmetries have 
been identified in the posterior temporal lobe and inferior 
frontal regions in the left hemisphere of the chimpanzee 
brain, regions considered homologous to Broca’s and 
Wernicke’s areas, respectively. Furthermore, asymmetry 
of the chimpanzee’s inferior frontal gyrus, the location 
of the Broca’s area homologue, has been associated with 
hand use during gestural communication (Taglialatela, et 
al 2006). These results suggest that both biological and 
behavioral continuities exist between the communicative 
systems of the great apes and humans.

summARy

Study of the primate order is very revealing about 
major trends of evolution to humans. We suspect that 
the emergence of bipedalism was but one of several 
major stepping stones, yet with bipedalism came the 
opportunity for further elaboration of manual dexterity 
and invention of tools. Intelligence likely was uniquely 
advanced by selection for dexterity and perceptions of 
relationships in learning processes. As the processes of 
learning advanced beyond basic associative problems 
into realms of learning of relationships there was a tre-
mendous advance that promulgated what we call emer-
gents and have contrasted with the outcome of basic 
conditioning procedures. Elaboration of the brain, both 

in size and emphases in organization, facilitated the con-
struction of cultural trends, systems, and institutions.

All of what we know portrays humans as projec-
tions of dimensions and of continuities with other forms 
of primates, not as the creature so apart from the natural 
world that we are “uniquely unique in being defineable 
as the totally unique product of nature that we might oth-
erwise want to be.”
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AbstrAct

 This chapter will discuss the relationships be-
tween hominin brain evolution (encephalization, reor-
ganization) and the prehistoric archaeological record, 
most notably prehistoric technological material culture 
and behavioral patterns, to assess the cognitive capabili-
ties evident within different grades of hominins through 
time. Seven time intervals, spanning from 3.25 million 
years ago to the present, are sampled to examine major 
changes in hominin evolution, technology, and behavior 
over that period of time. Holloway et al.’s (2004) pro-
posed three major stages of hominin brain evolution will 
be discussed in this context. We will argue that each of 
these three stages appear to be correlated with important 
changes in material culture and behavior as well. Hy-
potheses that attempt to explain the causes of hominin 
encephalization and brain reorganization are discussed.

Key Words

Brain evolution, evolution of human cognition, Pal-
aeolithic archaeology, stone tools

IntroductIon

“The earliest phases of hominid existence are 
particularly open to speculative embroidery. But 
when all is said and done, it remains the stone 

tool industries or traditions that can inform us most 
about hominid cognitive abilities. This does not 
mean that we disregard archaeological contexts 

such as the faunal remains, home bases, the 
evidence (or lack of it) for fire, importation over 

long distances of stones used in making tools, 
de-fleshing carcasses, or even cannibalism. 

Holloway (1967, 1969, 1981) suggested that stone 
tool making and language might have had similar 
cognitive underpinnings, particularly if the stone 

tools showed clear evidence of standardization of 
form from elements (e.g. cobbles) that had very 

different initial shapes.”
Ralph Holloway, Douglas Broadfield, and Michael 
Yuan, 2004. The Human Fossil Record, Volume 
Three: Brain Endocasts - The Paleoneurological 

Evidence.  Hoboken: John Wiley & Sons. Pp. 288-
289.

“If brains were lard, Jethro couldn’t grease a 
skillet.”

Jed Clampett discussing his hapless nephew in 
the 1960’s sitcom The Beverly Hillbillies.

The hominin fossil record, built up over the past 150 
years, has shown us many of the major trends in human 
evolution pertaining to anatomy and functional morphol-
ogy. Studies of extant non-mammalian and mammalian 
(of particular interest, primate) species have shown us 
relationships between brain anatomy and behavioral, 
perceptual, and problem-solving capabilities. Ralph Hol-
loway has been at the forefront of human brain evolu-
tion studies for over four decades. We have personally 
known him for three of those decades, and have valued 
his scholarship, collegiality, and friendship. This chapter 
is inspired by the corpus of work that Ralph and his col-
leagues have done in paleoneurology, and the impact this 
work has had in human origins research.  

The human palaeontological record and the prehis-
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toric archaeological record are the two major lines of 
evidence that shed light on the evolution of human cog-
nitive abilities. Brain endocasts from fossil hominin cra-
nia can yield important information regarding brain size, 
possible brain to body relationships, and brain structure 
and organization.  The archaeological record can yield 
important information regarding technological patterns, 
foresight and planning, skill, cognitive capabilities, and 
dexterity. In this chapter we will review the human pal-
aeontological and archaeological record, sampling time 
intervals of 500,000 years to explore the relationships 
between hominin brain reorganization, technological 
change, and cognitive complexity. We will examine the 
major stages of brain evolution forwarded by Holloway 
et al. (2004) and see whether these appear to be roughly 
contemporaneous with behavioral punctuations in the 
prehistoric archaeological record.

As palaeoanthropologists and experimental archae-
ologists focusing on Palaeolithic archaeology, we each 
have over 35 years of experience in stone-knapping and 
other forms of material culture over a wide range of hu-
man technologies through time. This experience hope-
fully gives us enhanced insights into the level of skill and 
planning that is required to produce a given artifact form 
or set of artifacts, as well as into what types of prehistoric 
artifacts may have been intentionally produced or simply 
represent by-products of manufacture or use. We also 
have extensive experience in experimentally using stone 
tools for a host of activities, including animal butchery 
for meat consumption, bone-breaking for marrow and 
brain tissue processing, nut-cracking, wood-working, 
hide-scraping, etc. These experiments have provided us 
a wealth of experience to inform insights into the subtle 
relationships between tool form and tool function.

In past publications we have discussed aspects of 
the relationships between prehistoric material culture 
and hominin brain evolution and cognition, includ-
ing Schick and Toth, 1993, 2009; Toth, 1985a, 1985b, 
1990;Toth and Schick, 1993, 2006; Toth, Schick, and 
Semaw, 2006; Stout et al., 2000, 2006, 2009, 2010. 
We refer the reader to a number of other publications 
involving hominin brain evolution and the archaeologi-
cal record, for example Allman, 2000; Ambrose, 2001; 
Bar Yosef, 2002; Coolidge and Wynn, 2009; Deacon, 
1997; Falk, 1987; Gibson, 1986; Gowlett, 1996; Gibson 
and Ingold, 1993; Holloway, 1967, 1969, 1981; Isaac, 
1986; Lindly and Clark, 1990; McBrearty and Brooks, 
2000; McGrew, 1992; Mellars and Gibson, 1996; Mel-
lars et al., 2007; Mithen, 1996; Noble and Davidson, 
1996; Parker and Gibson, 1979; Parker and McKinney, 
1999; Pelegrin, 2005; Renfrew and Scarre, 1998; Ren-
frew et al. 2009; Roux and Bril, 2005; Schoenemann, 
2006; Stout 2002, 2005a, 2005b, 2006; Washburn 1959, 
1960; Wynn 1989; and Wynn and McGrew 1989. For 
overviews of the Palaeolithic archaeological record, see 
Ambrose, 2001; Delson et al., 2000; Klein, 2009; Oak-
ley, 1976; Schick and Toth, 1993; Toth and Schick, 2007.

This chapter will use the conventional designations 

for geological periods as opposed of the highly contro-
versial restructuring of the Plio-Pleistocene boundary: 
here we will show dates for the Pliocene (ca. 5.3 to 1.8 
million years ago); Early Pleistocene (ca. 1.8 million to 
780,000 years ago); Middle Pleistocene (ca. 780,000-
125,000 year ago); Late Pleistocene (ca. 125,000 years 
ago to 11,000 years ago); Holocene (11,000 years ago 
to the present.) The dating of hominin fossils, notably 
those found on the surface in contexts without applicable 
radiometric dating techniques, is sometimes ambiguous, 
so we have been as cautious as possible in assigning 
dates to these important fossils. The earliest dates for 
Homo erectus are somewhat controversial, but here we 
will use a date of approximately 1.75 million years. 

There is much debate regarding the taxonomic status 
of early hominin fossil as well as evolutionary ancestor-
descendant relationships between taxa. In this chapter 
we will take a conservative position, for example some-
times grouping the taxa Homo rudolfensis and Homo 
habilis  into “early Homo.” We group the proposed taxa 
Homo ergaster, Homo georgicus, and Homo anteces-
sor into Homo erectus. We also group most non-erectus 
hominin fossils between 750,000 and 250,000 years ago 
into Homo heidelbergensis (what some researchers pre-
fer to call “archaic Homo sapiens.” We will assign the 
Neandertals to their own taxon, Homo neandertalensis, 
although some anthropologists would include them in 
our own species. We will also group most non-Nean-
dertal fossils of the last 250,000 years (excluding rel-
ict Homo erectus fossils of East Asia and the enigmatic 
Flores fossils) into Homo sapiens (anatomically modern 
or near-modern humans). This includes all of the Afri-
can fossils from North Africa and Sub-Saharan Africa 
in this time period. In this chapter we will also use the 
mean cranial capacities of hominin taxa and estimated 
anthropocentric encephalization quotient or EQ (modern 
human =1.00; modern chimpanzees = 0.34) reported by 
Holloway et al. (2004).

While it is appreciated that at any stage of human 
evolution, we can only be sure we are seeing minimal, 
but not necessarily maximal expressions of cognitive 
abilities in the form of the material culture and behav-
ioral patterns of prehistoric hominins (for example the 
relatively simple, traditional material culture of the pro-
tohistoric Tasmanians is the product of one Homo sapi-
ens society with modern cognitive and language abili-
ties, but clearly not manifesting such complex abilities 
in their tools and technology relative to contemporary 
agricultural and industrialized societies), this is nonethe-
less the most important and reliable source of informa-
tion that we can recover in the archaeological record. We 
can also search for the most complex and exceptional 
forms of material culture at a particular stage of human 
evolution to see evidence for the most advanced level of 
cognitive abilities and skill manifested at that time.       
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stAges of HomInIn brAIn evolutIon 
(Holloway et al., 2004)

Holloway et al. (2004, pp. 289-291) has proposed 
three major stages of hominin brain reorganization (here 
we will also add a “Stage 0” to denote a hypothetical 
ape-like last common African ape/human ancestor):

STAGE 0: Last common ancestor of African chim-
panzees/bonobos and hominins (ca. 7-8 million years 
ago).  Ape-like features of brain organization (hypotheti-
cal) might include:

a.  An ape-like, anterior position of the lunate sulcus 
indicating more primary visual cortex than seen 
in hominins

b.  Less posterior association cortex than seen in 
hominins

c.  An overall African ape-like (gorilla-, chimpan-
zee-, bonobo-like) size (ca. 350-450 cc) and ape-
like organization of the brain   

STAGE 1: Earlier australopithecine grade (e.g. Aus-
tralopithecus afarensis and africanus, by ca. 3.5 million 
years ago).  Neurological and cognitive changes at this 
stage include:

a. Reduction of primary visual cortex (as seen in a 
more posterior position of the lunate sulcus)

b. Relative increase in posterior association cortex 
(a human-like pattern)

c. A reorganization of the brain before any major 
expansion in overall brain size

d. The beginnings of a development in cerebral 
asymmetries (beyond that seen in modern apes?)

e. By inference, the possibility of more foresight 
and memory as compared to modern apes

STAGE 2: early Homo grade (e.g. Homo rudolfen-
sis, Homo habilis, early Homo ergaster/erectus, by 
ca. 1.9 million years ago). Neurological and cognitive 
changes at this stage include:

a. An overall increase in brain volume and en-
cephalization quotient

b. Clear-cut and modern human-like brain 
asymmetries

c. A prominent Broca’s cap region
d. By inference, more strongly developed language 

capabilities and language behavior 
e. By inference, increased postnatal development 

and learning
f. By inference, social leaning in tool-making, 

hunting, collecting, scavenging, and reproduc-
tive strategies

STAGE 3: Homo heidelbergensis/neandertalen-
sis/sapiens grade (by ca. 500,000 years ago to present). 
Neurological and cognitive changes at this stage include:

a. An overall increase in brain size and encephali-
zation quotient

b.	 Refinement	 in	 hemispherical	 asymmetries	 and	
specializations for visuospatial, verbal, and soci-

ality skills
c. By inference, growing elaboration of cultural 

skills based on language
e. By inference, arbitrary symbol systems
f. By inference, feedback between behavioral com-

plexity (including stone technology) and brain 
enlargement

The authors point out that there is little structural 
or brain size difference evident (based on endocasts) 
between Homo heidelbergesis, neandertalensis, and 
sapiens.

tHeorIes of encePHAlIzAtIon And 
HomInIn cognItIve evolutIon

 There is a general appreciation that, in primate 
evolution, larger brains and larger brain/body size ratios 
are correlated with higher cognitive skills. Popular the-
ories of why hominins became encephalized and more 
cognitively complex has been vigorously debated. One 
complication in this debate is that many hypotheses have 
been	difficult	or	impossible	to	test	in	the	prehistoric	re-
cord, at least at our present state of knowledge and meth-
odological sophistication. To date, there does not seem to 
be one overarching theory that has been championed by 
palaeoanthropologists and palaeoneurologists. Various 
theories offered to help explain the profound encephali-
zation observed in the course of hominin evolution have 
included the extracted food hypothesis (Gibson, 1986, 
2002), the predation hypothesis (Shipman and Walker, 
1989), the social brain hypothesis (Dunbar 1992, 1993, 
2003), the expensive tissue hypothesis (Aiello and 
Wheeler, 1995), the maternal energy hypothesis (Martin, 
1996, this volume), and the symbolic hypothesis (Dea-
con, 1997).

rAtIonAle for tHIs study And  
tHe tIme IntervAls sAmPled Here

 We have decided to sample human evolutionary 
time in half-million year intervals (with the exception 
of the last time period sampled being the last 250,000 
years) in order to see robust changes in hominin brain 
evolution and material culture as manifested in the pre-
historic record. The intervals that we have selected, in 
our opinion, best show the emergence of new hominin 
taxa and, potentially, new patterns of hominin neuro-
logical reorganization. These neurological changes will 
be correlated with changes in the material culture and 
known behavior of these hominins. We have started our 
first	time	interval	(Time	Interval	One)	to	include	a	phase	
which	pre-dates	any	definite	archaeological	record.	Time	
Interval	Two	includes	the	emergence	of	the	first	defini-
tive	flaked	stone	 tools.	For	each	 time	 interval,	we	will	
normally only cover the new technological and behav-
ioral	traits	that	emerge	for	the	first	time	in	the	prehistoric	
record; it can be assumed that traits that emerged in pre-
vious time intervals continue on in more recent times.
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Our time intervals and the most encephalized homi-
nins are:

Time Interval One: (3.25-2.75 Ma) Australopithe-
cus afarensis (Holloway et al. Stage 1)                        
Time Interval Two: (2.75-2.25 Ma) Australopithe-
cus garhi/africanus (Holloway et al. Stage 1)

……………………………………………………..

Time Interval Three: (2.25-1.75 Ma) early Homo 
(habilis/rudolfensis) (Holloway et. al. Stage 2)
Time Interval Four: (1.75-1.25 Ma) early Homo 
erectus (Holloway et al. Stage 2)
Time Interval Five: (1.25-0.75 Ma) later Homo 
erectus (Holloway et al. Stage 2)

……………………………………………………..

Time Interval Six: (0.75-0.25 Ma) Homo heidelber-
gensis (Holloway et al. Stage 3)
Time Interval Seven: (0.25 Ma-present) Homo 
neandertalensis/H. sapiens (Holloway et al. Stage 3)

An exAmInAtIon of tHe PreHIstorIc 
ArcHAeologIcAl record 

Please note: For further general information and de-
tailed references for the sites, fossils, taxa, and archaeo-
logical localities discussed here, the reader is referred to 
encyclopedic	references	in	the	field	such	as	Klein	(2009)	
and Delson et al. (2000). References included here will 
center	on	specific	 information	and	arguments	made	re-
garding the subjects discussed below.

Time Interval One: 3.25 Million to 2.75 
Million Years Ago (Middle Pliocene).
Overview: This is the time period of the small-

brained bipedal hominin Australopithecus afarensis. 
There	 is	no	definitive	archaeology	associated	with	 this	
hominin form, although there are footprints of three in-
dividuals in a volcanic ash deposit at Laetoli, Tanzania 
at 3.5 million years. (The Stage 1 brain reorganization 
may have happened at an earlier, Ardipithecus-grade 
hominin, possibly including fossils assigned to Sahelan-
thropus and Orrorin dating to between 4.5 and 6 million 
years ago, but this has yet to be demonstrated). 

 Most encephalized hominin: Australopithecus 
afarensis.

Holloway et al. brain evolution stage: Stage 1.

Key hominin cranial fossil sites: Hadar, Ethiopia.

 Other fossil sites: Laetoli, Tanzania; Maka (Middle 
Awash), Ethiopia.

 Average cranial capacity: 445 cc (Holloway et al., 
2004). For comparison, the mean for modern goril-
las is 500 cc, and the mean for chimpanzees is 405 
cc.

 Estimated encephalization quotient (Homocentric): 
0.43. For comparison, the mean EQ for gorillas is 
0.24, and the mean for chimpanzees is 0.34.

Technological stage: unknown. 

Discussion of the Archaeological Record
There	 is	 no	 definitive	 evidence	 of	 hominin	modi-

fied	 stones,	 bones,	 or	 other	materials	 during	 this	 time	
period. Based on own knowledge of chimpanzee mate-
rial culture and cultural traits (McGrew, 1992; Whiten et 
al. 1999), we can speculate on a range of possible types 
of tool-use and other types of cultural phenomenon, but 
without hard prehistoric evidence it still remains a matter 
of conjecture. In a study carried out by the authors (Toth 
and Schick, 2009d; Whiten et al. 2009), the relation-
ship between the number of shared cultural traits in wild 
chimpanzees versus distance between study areas was 
carried out. At the subspecies level (but not the species 
level)	 a	 strong	 and	 statistically	 significant	 correlation	
was found, with study areas in closer proximity having 
more shared cultural traits than study areas further apart. 
At approximately 700 kilometers there was a drop-off 
of less than half the number of maximum shared traits 
(from a maximum of eight to less than four traits), which 
was used as a model for possible patterns of shared cul-
tures among early hominin Early Stone Age archaeologi-
cal sites. Archaeological localities closer than 700 kilo-
meters (about 450 miles) to each other at a given time 
would theoretically share more cultural traits than sites 
more distant from each other.  

It should be noted that a recent claim has been made 
for	stone	tool	use	and	bone	modification	at	approximately	
3.4 million years (McPherron et al., 2010). This is based 
on two surface mammal bones at Dikika, Ethiopia with 
alleged chop-marks and cut-marks. Since these bones 
were found on the surface, their provenience cannot be 
ascertained	with	confidence,	and	a	number	of	research-
ers have voiced skepticism regarding the cut-mark evi-
dence, e.g.  Dominguez-Rodrigo et al., 2010 and Ship-
man, 2010. There have been four decades of research in 
fossiliferous deposits between 2.6 and 3.5 million years 
ago, and not one stone artifact or cut-marked bone has 
ever been discovered. Until such time as clear-cut modi-
fied	 stone	 artifacts	 or	 non-controversial	 tool-modified	
bones	are	found	in	a	well-dated,	stratified	context,	such	
claims must remain unsubstantiated.     

Time Interval Two: 2.75 to 2.25 Million 
Years Ago (Later Pliocene)

Overview: This time interval documents the emer-
gence	of	 the	first	 identifiable	stone	 tools	 (Oldowan	In-
dustrial Complex) and new hominin taxa: in East Africa, 
the emergence of Australopithecus garhi and the mega-
dont Australopithecus (Paranthropus) aethiopicus; in 
South Africa, the emergence of Australopithecus africa-
nus.	There	does	not	appear	to	be	a	significant	increase	in	
brain size or EQ from the previous Australopithecus afa-
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rensis time period. Surface occurrences of cut-marked 
bones are known also from this time period, notably 
from the Gona and the Middle Awash of Ethiopia.

 Most encephalized hominins: Australopithecus 
garhi, Australopithecus africanus, Australopithecus 
(Paranthropus) aethiopicus.

Holloway et al. brain evolution stage: Stage 1.

 Key hominin cranial fossil localities: Bouri, Middle 
Awash, Ethiopia (A. garhi); Sterkfontein, Maka-
pansgat, and Taung, South Africa (A. africanus); 
West Turkana, Kenya [A. (P.) aethiopicus].

Average cranial capacity: 

 Australopithecus garhi: 450 cc (one specimen). 

 Australopithecus africanus: 461 cc. 

  Australopithecus (Paranthropus) aethiopicus: 
431 cc (one specimen).

 Estimated encephalization quotient (Homocentric): 
0.46 (A. africanus).

Technological stage: early Oldowan.

 Key archaeological sites: Gona, Hadar, and Omo, 
Ethiopia; Lokalalei (West Turkana), Kenya. 

Discussion of the Archaeological Record
It	is	during	this	time	interval	that	the	first	clear	evi-

dence of hominin material culture is found. The archaeo-
logical sites from this time are all on the African conti-
nent. At Gona in the Afar Rift region of Ethiopia, several 
sites (EG-10, EG-12, OGS-6, OGS-7, DAN 1, DAS 7) 
are dated to between 2.6 and 2.5 million years ago. Sev-
eral sites are dated to approximately 2.3 million years 
ago: sites AL-666 and AL-894 at Hadar, Ethiopia; sites 
Omo 71, Omo 84, Omo 57, Omo 123, FtJj1, FtJi2, and 
FtJi5 in the Omo Valley, Ethiopia; and sites Lokalalei 1 
and 2c at West Turkana, Kenya. Stone artifacts have also 
been found in situ at the Pliocene site of Ain Boucherit in 
Algeria, and biostratigraphy may suggest a similar date 
(M. Sahnouni, pers. comm.) The archaeological record 
is characterized by:

•		A	 simple Oldowan technology, normally with 
river cobbles or chunks knapped to produce sharp 
flakes	and	fragments.	Unifacial and bifacial chop-
per cores are most common, with polyhedrons, 
heavy-duty scrapers, and discoids also present. Ex-
perimentation has shown that these core forms can 
be	produced	as	a	by-product	of	flake	production,	
although some of the larger, sharper cores could 
have been used for wood-working or other activi-
ties. Summaries of the Oldowan include Schick 
and Toth, 2006 and Semaw, 2006.

•	 Battered percussors are found in the form of river 
cobbles	that	exhibit	battering	and	small-scale	flak-
ing on discrete cortical surfaces, indicating their 
use as a hammerstones.

•  Flakes and fragments struck from cores, nor-
mally unmodified (not retouched).

•  Later stages of cobble reduction (Toth et al., 
1985b, 2006) are typical at many sites, suggest-
ing	transport	of	partially-flaked	cores	and	further	
reduction at the excavated sites. 

•		Even	in	this	early	period	there	seems	to	be	some	
indication of selection for higher-quality raw 
materials and some transport of stone from their 
sources	(mainly	river	gravels	flowing	out	of	volca-
nic highlands and quartz-rich outcrops). 

•		Probable	 cut-marks, chop-marks, and hammer-
stone striations on animal bones, indicating process-
ing with stone tools for meat and marrow/brains. Sur-
face bones from Gona and bones from the Hata Beds 
in the Middle Awash of Ethiopia show such features, 
but	confirmation	of	these	features	from	in	situ,	exca-
vated,	stratified	sites	(as	we	will	see	in	the	next	time	
interval) will be important in the future.

 Experiments with bonobos (Toth et al., 1993, 2006; 
Schick et al., 1999) have shown that these modern apes 
(with average cranial capacities just slightly smaller than 
Australopithecus garhi) can master the basic principles 
of	percussive	stone	fracture	of	unmodified	Gona	volca-
nic cobbles, although the resultant products appear to 
show less knapping skill than that of the early Oldowan 
hominins 2.6 million years ago at Gona, Ethiopia. In par-
ticular, the bonobo cores are less reduced and show more 
battering on core edges from unsuccessful hammerstone 
blows. The evidence suggests that the bonobos are strik-
ing	the	cores	with	their	hammerstones	at	a	significantly	
lower velocity than the Gona hominins, so that the major 
differences in skill in stone knapping may be more bio-
mechanical than cognitive.

It would appear that, at our present state of knowl-
edge, the earliest known stone tool-makers were rela-
tively small-brained, bipedal australopithecines that ex-
hibit no evidence of marked encephalization or evidence 
of	a	significant	tooth	reduction.	Nonetheless,	the	earliest	
flaked	stone	artifacts	suggest	a	gradual	technological	and	
adaptive shift towards the human condition. Whether 
even earlier Palaeolithic archaeological sites, possibly 
from Time Interval One (3.25-2.75 million years ago), 
will be found still remains uncertain.   

Time Interval Three: 2.25 to 1.75 Million 
Years Ago (Late Pliocene/Early Pleistocene)

Overview: This is the beginning of Holloway et al.’s 
brain evolution Stage 2. There is clear evidence of en-
cephalization and probable rise in EQ of these forms, 
probably important reorganization in the hominin brain 
leading to more profound hemispheric asymmetries 
(petalias), and possibly preferential right-handedness in 
these tool-making populations (Toth, 1985a).

 Most encephalized hominins: Homo habilis/
rudolfensis.
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Holloway et al. brain evolution stage: Stage 2.

 Other hominins: Australopithecus (Paranthropus) 
boisei/robustus.

 Key hominin cranial fossil localities: Koobi Fora 
(East Turkana), Kenya; Olduvai Gorge (Bed I), 
Tanzania.

Average cranial capacity: 

 Homo rudolfensis: 788 cc. 

 Homo habilis: 610 cc. 

 “Early Homo”: 698 cc.

Estimated encephalization quotient: 

 Homo rudolfensis: 0.66.

 Homo habilis: 0.62.

 “Early Homo”: ca 0.64.

 Key archaeological sites: Fejej, Ethiopia; East Tur-
kana (KBS Member sites) and Kanjera, Kenya; Bed 
1 Olduvai Gorge (Bed I), Tanzania; Ain Hanech and 
El-Kherba, Algeria; Sterkfontein, and Kromdraai, 
South Africa. 

 Technological stage: Oldowan and Developed 
Oldowan.

Discussion of the Archaeological Record
A larger number of sites date to this time interval 

compared to the previous time interval. This suggests 
that	 flaked	 stone	 technologies	 were	 becoming	 more	
widespread	 and	 there	was	more	 habitual	 use	 of	 flaked	
and battered stone technology in these hominin popu-
lations. All of the sites in this time period would be 
grouped into the Oldowan Industrial Complex. 

•		Oldowan	archaeological sites become more com-
mon in this time interval, all found on the African 
continent. 

•		For	the	first	time,	retouched forms, usually made 
on	flakes	or	flake	 fragments	 (such	as	“scrapers” 
and “awls”) become common at some sites after 
two million years ago. Such retouch might be done 
to resharpen an edge. Experiments have shown 
that	such	retouched	denticulated	(“toothed”)	flake	
edges make very good, long-lasting butchery 
knives (Toth and Schick, 2009c, in press). Re-
touch may also be done to shape or strengthen an 
edge	for	a	specific	activity,	such	as	scraping	wood	
or hide, or to remove irregularities or spurs along 
edges to make the tools more ergonomic in the 
hand. Based on the fact that it does not appear that 
hominins prior to 2.0 million years were retouch-
ing edges to any great extent, and that our experi-
mental program with bonobos has not shown them 
to	 retouch	 flake	 edges	 (even	when	 given	 a	 flake	
whose edge has been ground down to make cutting 
impossible), it is likely that such lithic retouch of 

flake	edges	may	require	more	complex	cognitive	
abilities.	For	the	first	time,	hominins	appear	to	be	
intentionally shaping stone, albeit in a simple way.

•		Highly	 battered	 spheroids and subspheroids in 
quartz and lava become more common in this time 
interval. Experiments have shown that these forms 
are probably hammerstones, some of which were 
used for several hours of knapping, either because 
the spheroid/subspheroid was carried around or 
because sites were revisited on a regular basis and 
the hammers re-used (Schick and Toth, 1994; Toth 
and Schick, 2009c). Using a quartz hammerstone 
for	 four	 hours	 can	 produce	 thousands	 of	 flaked	
stone	 artifacts	 (fragments,	 flakes,	 cores),	 so	 that	
this time could have been spread over weeks or 
months.

•		Cut-marks on animal bones are present at a num-
ber of sites, especially at the FLK Zinj site in Bed 
I of Olduvai Gorge show that early hominins were 
exploiting a wide range of large mammals. 
Whether these animals were obtained through 
more passive scavenging (e.g remains of carni-
vores, or carcasses obtained from streams during 
migrations), confrontational scavenging, or active 
hunting is hotly debated by zooarchaeologists.

•		Although	most	raw	materials	were	obtained	within	
a few kilometers of archaeological sites, some sites 
suggest transport of some rock for longer dis-
tances, on the order of ten to twenty kilometers. 
This is far beyond the range of transport of food or 
tools by chimpanzees today. 

Time Interval Four: 1.75 to 1.25 Million 
Years Ago (Early Pleistocene)

Overview: This time interval documents the emer-
gence of Homo erectus and the disappearance of other 
forms of early Homo. Early Homo erectus (sometimes 
called Homo ergaster) had	 a	 significantly	 larger	 brain	
than earlier and other contemporary hominin forms and 
had body proportions more like modern humans.  The 
first	evidence	of	hominins	outside	of	Africa	is	found	early	
in this time interval. The earliest Acheulean handaxe and 
cleaver industries are also found in this time interval.

 Most encephalized hominins: earlier Homo erectus 
(ergaster/georgicus).

Holloway et al. brain evolution stage: Stage 2.

 Other hominins: Homo habilis (?relict populations); 
Australopithecus (Paranthropus) boisei/robustus.

 Key hominin cranial fossil localities: Gona, Ethio-
pia; Koobi Fora (East Turkana), Nariokotome (West 
Turkana), Kenya; Olduvai Gorge (Bed II), Tanza-
nia; Nyambusosi, Uganda; Swartkrans, South Af-
rica; ‘Ubeidiya, Israel; Dmanisi, Republic of Geor-
gia; Sangiran, Java. 
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Average cranial capacity: ca. 800 cc.

Estimated encephalization quotient: 0.58.

 Key archaeological sites: Konso Gardula, Melka 
Kunture, Ethiopia; East Turkana (Okote Member 
sites) and  Chesowanja, Kenya. Olduvai Gorge (Bed 
II) and Peninj, Tanzania; Nyambusosi, Uganda; 
Swartkrans, South Africa; Dmanisi, Republic of 
Georgia; ‘Ubeidiya, Israel.

 Technological stage: early Acheulean (and simpler 
industries).

Discussion of the Archaeological Record
This time interval includes typical Oldowan sites 

and so-called “Developed Oldowan” sites (with more re-
touched forms and battered spheroids and subspheroids), 
and	the	emergence	of	the	first	Acheulean	sites.

•		Early	Acheulean	 forms	 include	 crude	handaxes, 
cleavers, and picks made on large flakes struck 
from boulder-cores (usually lava, quartz, or 
quartzite) or made on large cobbles. Much of the 
rest of the stone technology associated with early 
Acheulean sites is very similar to Oldowan and 
Developed Oldowan assemblages.

•		This	 time	 period	 witnesses	 the	 first	 evidence	 of	
hominins out of Africa and dispersal into Eurasia 
at sites such as Dmanisi in the Republic of Geor-
gia, ‘Ubeidiya in Israel, and Sangiran in Java.  

•		Although	there	is	evidence	for	the	presence	of	fire 
at some sites (e.g. Swartkrans Cave in South Af-
rica and the FxJj20 site complex at Koobi Fora, 
Kenya), it cannot be demonstrated that hominins 
were	the	agents	of	manufacture	or	use	of	fire,	and	
these burnt bones and/or thermally fractured stone 
artifacts	could	be	the	result	of	natural	fires	sweep-
ing across the landscape. Whether early hominins 
at this stage could have maintained naturally oc-
curring	 fires	 for	 a	 certain	 time	 period	 cannot	 be	
demonstrated at our present state of knowledge.

Time Interval Five: 1.25 to 0.75 Million 
Years Ago (Later Early Pleistocene)

Overview: It is during this time interval that the 
robust australopithecines appear to go extinct, leaving 
Homo erectus as the sole hominin (in all its regional 
variations in Africa and Eurasia). Average cranial capac-
ity appears to go up in this time interval (ca. 950 cc com-
pared to 800 cc in the previous time interval). In much 
of Africa and the Near East there is a continuation of 
the Acheulean handaxe/cleaver industries, but Oldowan-
like Mode 1 industries (sometimes called “Tayacian”) 
are common in East Asia and Europe. This technological 
dichotomy is sometimes called the “Movius Line” after 
Harvard professor Hallum Movius who was one of the 
first	to	note	this	(Movius,	1948;	Schick,	1994).

Most encephalized hominin: later Homo erectus. 

Holloway et al. brain evolution stage: Stage 2.

 Other hominins: possibly Austalopithecus (Paran-
thropus) boisei/robustus.

 Key hominin cranial fossil localities: Buia, Eritrea; 
Daka (Middle Awash), Ethiopia; Sambungmacan 
and Trinil, Java; Lantian, China; Atapuerca Gran 
Dolina (TD6), Spain; Ceprano, Italy.

Average cranial capacity: ca. 950 cc.

Estimated encephalization quotient: 0.68.

 Technological stage: middle Acheulean (and sim-
pler industries).

 Key archaeological sites: Buia, Eritrea; Daka (Mid-
dle Awash), Ethiopia; Olorgesailie and Kariandusi, 
Kenya; Olduvai Gorge (Beds 3 and 4 and Masek 
Beds);	Ternifine	(Tighenif),	Algeria;	Gesher	Benot	
Ya’aqov, Israel; Orce and Atapuerca Gran Dolina, 
Spain; Nihewan Basin, China.

Discussion of the Archaeological Record 
•		During	 this	 time	 interval	 we	 see	 better-made 

handaxes and cleavers, more symmetrical and 
more	 extensively	 flaked.	 Examples	 of	 typical	
Acheulean forms come from sites in the Buia area 
of Eritrea; sites in the Daka member of the Mid-
dle Awash, Ethiopia; Olorgesailie, Kenya; Terni-
fine,	Algeria;	and	Gesher	Benot	Ya’aqov	in	Israel.	
Hard-hammer percussion seems to be the techno-
logical norm in biface (handaxe and cleaver) pro-
duction,	 often	made	 on	 large	 flakes	 struck	 from	
boulder-cores. By this technological stage there 
are recurrences of very similar forms that suggest 
to us the emergence of style and a concept of a 
“mental template” or the idea of a distinct artifact 
form in the mind of the toolmaker (Deetz, 1967). 
Such templates become even more standardized in 
the subsequent later Acheulean,  Middle Palaeo-
lithic,  and Upper Palaeolithic, to be discussed in 
later time intervals.

•		There	is	evidence	of	the	use	of	fire at Gesher Benot 
Ya’aqov in Israel (Goren-Inbar et al., 2004), but most 
sites	of	this	time	period	do	not	show	the	use	of	fire	
in the form of hearth features or concentrations of 
burnt bones or stones. Fire-making is a very complex 
technology (most modern humans, even if they know 
the	basic	principles,	 cannot	easily	produce	fire),	 so	
this may be evidence of the maintenance of natural 
brushfires	rather	than	production.	Consistent	use	(and	
presumably	knowledge	of	manufacture)	of	fire	does	
not appear until the subsequent time interval.

•		Gesher	Benot	Ya’aqov	in	Israel	also	bears	evidence	
of early fish and crustacean (crab) exploitation 
on the edge of an ancient lake in the Jordan Rift 
Valley	 (Alperson-Afil	 et	 al.,	 2009).	 Such	 exploi-
tation will only become common in the last time 
scale (last 250,000 years).
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•		There	 is	 evidence	 for	 nut-cracking in the form 
of	broken	nuts	 (five	 species)	 and	pitted	 anvils	 at	
Gesher Benot Ya’aqov in Israel, but since wild 
chimpanzees do similar activities, this is probably 
not	a	significant	cognitive	milestone	(Goren-Inbar	
et al., 2002).

Time Interval Six: 750,000 to 250,000 Years 
Ago (Earlier Middle Pleistocene)

Overview: This time interval documents the emer-
gence of the larger-brained Homo heidelbergensis 
(sometimes called “archaic Homo sapiens”). It also 
documents	 the	 development	 of	 finely	made	Acheulean	
handaxes	and	cleavers	and	a	gradual	shift	 to	flake	 tool	
industries, some with prepared core technologies, of 
the Middle Stone Age/Middle Palaeolithic. The earliest 
wooden spears are known from this time as well as the 
first	possible	evidence	of	ritualistic	behavior.

 Holloway et al. brain evolution stage: The begin-
ning of Stage 3. Hominins in Africa, Europe, and 
western Asia show encephalization (about 300 cc 
larger than later Homo erectus). 

Most encephalized hominins: Homo heidelbergensis.

Holloway et al. brain evolution stage: Stage 3.

Other hominins: Homo erectus (e.g. Asia, Java).

 Key hominin cranial fossil localities: Bodo (Mid-
dle Awash) and Gona, Ethiopia; Ndutu, Tanzania; 
Kabwe (Broken Hill), Zambia; Saldanha, South 
Africa; Zuttiyeh and Tabun (lower levels), Israel; 
Swanscombe, England; Atapuerca Sima de Los 
Huesos, Spain; Arago, France; Altamura, Italy; 
Steinheim, Germany; Petralona, Greece; Narmada, 
India; Dalia and  Yunxian, China.

Average cranial capacity: 1260 cc.

Estimated encephalization quotient: 0.81.

 Technological stage: later Acheulean, early Mid-
dle Stone Age/Middle Palaeolithic (and simpler 
technologies).

 Key archaeological sites: Bodo, Ethiopia; Olorge-
sailie, and Kapthurin, Kenya; Isimila, Tanzania; Ka-
lambo Falls, Zambia; Elandsfontein and Montagu 
Cave, South Africa; Tihodaine, Algeria; Boxgrove, 
Hoxne, Clacton, and Swanscombe (England); Tor-
ralba, Ambrona, and Atapuerca Sima de Los Hue-
sos (Spain); Arago Cave, Lazaret Cave, and Terra 
Amata (France), Isernia, Italy; Bilzingsleben and 
Schöningen (Germany); Vertesszollos, Hungary; 
Zhoukoudian, China. 

Discussion of the Archaeological Record 
 A number of technological advances are ob-

served in the archaeological record during this time in-
terval.	These	 include	much	more	refined	forms	of	arti-
facts, more formal tool forms, new and more elaborate 

techniques for tool production, new categories of tools 
in evidence at some sites, indirect evidence of improved 
hunting technology, and possible evidence of symbolic 
behavior, including the use of ocher pigments.

•		Refined handaxes and cleavers (some made by 
a soft-hammer technique with careful platform 
preparation, as discussed below) become common 
in this time interval. Microwear analysis of later 
Acheulean handaxes from some well-preserved 
sites, e.g. Hoxne (Keeley, 1980) and  Boxgrove 
(Mitchell, 1995; Pitts and Roberts, 1997; Roberts 
and	 Parfitt,	 1999),	 indicate	wear-patterns	 consis-
tent with animal butchery. 

•		Soft hammers of antler, bone, or ivory or softer 
stone were evidently used at many localities to 
produce	 finely	 flaked	 stone	 artifacts	 beginning	
around 500,000 years ago. Use of such soft ham-
mers	 is	 evident	 in	 the	 pattern	 of	 flaking	 observ-
able in stone tools, and in some instances such 
soft hammers themselves have been found, e.g. 
antler and bone percussors from Boxgrove, Eng-
land	(Pitts	and	Roberts,	1997;	Roberts	and	Parfitt,	
1999). Use of such soft hammers allowed for thin-
ner	 flakes	 and	more	 controlled	 shaping	 of	 stone	
tools than did the use of harder stone hammers.

•		Platform preparation on the edges of cores and 
bifaces becomes common in this time interval, 
especially at later Acheulean sites. Such striking 
platform preparation consists of steepening edges 
before	 flake	 removal,	 which	 normally	 produces	
flakes	 (e.g.	 Levallois	 flakes	 and	 points,	 handaxe	
thinning	flakes)	with	“facetted”	striking	platforms	
(platforms	 showing	 multiple	 flake	 scars).	 Such	
careful preparation begins around 500,000 years 
ago.

•		We	think	that	stylistic norms become more preva-
lent	 and	more	 clearly	 defined	 in	 later	Acheulean	
times. Recurrent shapes suggest that hominin tool-
makers had more formal “mental templates” than 
earlier hominins had, although not as standardized 
as later hominins. They also appear to have had 
more	consistent	control	and	skill	in	stone	flaking.	
For example, at the later Acheulean site of Har-
gufia	A4	 in	 the	Middle	Awash,	 perhaps	 300,000	
years	old,	small	lava	handaxes	made	on	flakes	are	
remarkably similar in size, shape, and symmetry 
(de Heinzelin et al., 2000).

•		Prepared cores appear sporadically in the latter 
part of this time interval, but become more com-
mon in the succeeding intervals. 

•		Wooden spears are seen at such well-preserved 
sites as Schöningen in Germany (ca. 400,000 years 
old) (Thieme, 1997, 1998, 2005) and the broken 
spear tip from Clacton in England (ca. 300,000) 
(Oakley et al., 1977). Carefully sharpened and 
shaped wooden spears suggest that they were part 
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of hunting paraphernalia, either as hand-held stab-
bing weapons or as thrown projectiles.

•		Possible big-game hunting has also been sug-
gested at some sites such as the Acheulean site of 
Boxgrove in England (ca. 500,000 years ago). The 
remains from several rhinoceros and horse skel-
etons bear butchery marks from stone tools (Pitts 
and	Roberts,	1997;	Roberts	and	Parfitt,	1999).

•		Micro-wear	 analysis	 on	 retouched	 flake	 scrapers	
from sites of this period (e.g. Clacton, Hoxne) 
(Keeley, 1980) indicate that a number of these 
tools were used for hide-scraping, suggesting that 
cured hides could have been used for such items as 
blankets, simple garments, thongs for stitching or 
tying things together, or containers.  

•		Ground pigment pieces from sites such as Twin 
Rivers, Zambia, are believed to be about 300,000 
years old (Barham, 2002). These facetted pieces 
of hematite may have been ground to produce a 
powder to decorate an object (or body).

•		Possible	ritualistic or funerary behavior may be 
seen at the Atapuerca locality, Sima de Los Hue-
sos (ca. 400,000 years ago), where the remains of 
approximately thirty individuals appear to have 
been disposed of down a forty-foot shaft in a cave 
(Arsuaga and Martinez, 2004). Found with this 
incredibly dense concentration of hominin bones 
was one well-made quartzite red handaxe, which 
may have been intentionally put there by the homi-
nins. Such behavior is not seen again until the last 
100,000 years. 

•		Abstract decoration may be seen in a geometric, 
evenly-spaced fan-shaped set of cut-marks on a 
fragment of elephant tibia from the site of Bilz-
ingsleben in eastern Germany, estimated to be be-
tween 280,000 and 400,000 years ago (Mania and 
Mania, 2005). This is an unusual and anomalous 
occurrence, and such design will not be seen again 
until the last 100,000 years.

•		At	the	Acheulean	site	of	Berekhat	Ram	in	the	Go-
lan Heights, dating to about 400,000 years ago 
a small lava pebble with three apparent linear 
grooves has been interpreted by some (but not all) 
palaeanthropologists as an enhancement to create a 
crude	representation	of	a	human	figure	(Goren-In-
bar  and Peltz, 1995). Convincing representations 
of	human	figures	are	only	seen	in	the	early	Upper	
Palaeolithic of Europe in the last 40,000 years.

Time Interval Seven: 250,000 Years Ago 
to Present (Later Middle Pleistocene, Late 

Pleistocene, Holocene)
Overview: Hominin average brain size increases by 

about 200 cc over Homo heidelbergensis in the previous 

time interval. During this time, the Neandertals (Homo 
neandertalensis)	emerged	and	flourished	in	cold-adapted	
conditions in Europe and parts of western Asia, going 
extinct ca. 30,000 years ago. Anatomically modern hu-
mans, Homo sapiens, emerged in Africa over 150,000 
years ago and gradually spread to all inhabitable parts 
of the globe, including the Near East by about 100,000 
years ago, much of Eurasia by 40,000 years ago, Sahul 
(the landmass when Australia, New Guinea, and Tasma-
nia were connected at low sea levels) by 40,000 years 
ago and the Americas by 12,000 years ago. 

 Most encephalized hominins: Homo neandertalen-
sis and Homo sapiens.

Holloway et al. brain evolution stage: Stage 3.

 Other hominin taxa: possibly Homo erectus (East 
Asia and Java); Homo floresiensis(?)

Key hominin cranial fossil localities: 

  Neandertal: Devil’s Tower and Forbes Quarry, 
Gibraltar; La Ferrassie, La Chapelle-aux-
Saints, La Quina, Le Moustier and Saint-Ce-
saire, France;  Feldhofer Grotto, Germany; 
Spy and Engis, Belgium; Krapina and Vindija, 
Croatia;  Moldova, Ukraine; Grotta Guattari 
(Monte Circeo) and Saccopastore, Italy; Amud 
and Tabun, Israel; Shanidar, Iraq; Teshik-Tash, 
Uzbekistan.  

  Modern or near-modern human: Herto (Middle 
Awash) and Omo Kibbish, Ethiopia; Ngaloba, 
Tanzania; Florisbad, Border Cave, Fish Hoek 
(Skildergat), and Tuinplaas, South Africa; 
Singa, Sudan; Eyasi, Tanzania; Jebel Irhoud 
and Dar es Soltane, Morocco; Jebel Qafzeh and 
Skhul, Israel; Cro-Magnon, Solutre, Chancel-
lade, Abri Pataud, and Combe Capelle, France; 
Vogelherd, Germany; Grimaldi Caves, Italy; 
Mladec, Zlaty Kun, Pavlov, Predmosti, Brno, 
Pavlov, and Dolni Vestonice, Czech Republic; 
Bacho Kiro, Bulgaria; Zhoukoudian Upper 
Cave, China; Lake Mungo and Kow Swamp, 
Australia.

Average cranial capacity: 

 Homo neandertalensis: 1427 cc. 

  Homo sapiens: 1496 cc (Pleistocene); today’s 
humans: 1335 cc.

Estimated encephalization quotient:

 Homo neandertalensis: 0.99.

  Homo sapiens: 0.90 (this e.q. disparity relative 
to today’s humans [1.00] may be due to overes-
timates of body size in the Pleistocene sample.) 

 Technological stage: very late Acheulean, Middle Pa-
laeolithic/Middle Stone Age, Late Palaeolithic (Upper 
Palaeolithic, Later Stone Age, Palaeoindian, etc.)  
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Key archaeological sites: 

  1. Neandertal archaeological sites: La Ferrassie, 
Le Moustier, La Quina, Combe-Grenal, Pech 
de l’Aze, Arcy-sur-Cure, and Saint-Cesaire, 
France; La Cotte de St. Brelade, Jersey; Zafar-
raya, Spain; Tabun Cave, Amud Cave, Kebara 
Cave, and possibly Quneitra, Israel; Tata and 
Szeleta Cave, Hungary; Krapina, Croatia.

  2. Modern or near modern human archaeo-
logical sites: Pietersburg, Klasies River Cave, 
Die Kelders Cave, Blombas Cave, Howieson’s 
Poort, Apollo-11 Cave; Skildergat, Nelson Bay 
Cave, Border Cave, Eland Bay Cave, Pinnacle 
Point (Mossel Bay), and Rose Cottage Cave, 
South Africa; Mumba, Tanzania; Ishango, 
Zaire; Dar-es-Soltane, Morocco; Haua Fteah, 
Libya; Skhul, Qafzeh, and Boker Tachtit, Is-
rael; Ksar ‘Akil, Lenanon; Chauvet, Laugerie 
Haute, Abri Pautaud, Solutre, La Madeleine, 
Mas d’Azil, Enlene, Pincevent, and Lascaux 
Cave, France; Parpallo, Castillo, Altamira, 
Cueva Morin, and El Juyo, Spain; Vogelherd, 
Hohlenstein-Stadel, and Gonnersdorf, Ger-
many; Dolni Vestonice and Pavlov, Czech Re-
public; Mezhirich and Menzin, Ukraine; Istal-
losko, Hungary; Kostienki and Sunghir, Russia; 
Mal’ta, Siberia; Zhoukoudien Upper Cave 
(China); Lake Mungo, Australia; Monte Verde, 
Chile; Blackwater Draw, United States.

 Other contemporary hominins: Homo erectus, 
Homo soloensis, Homo floresiensis

Discussion of the Archaeological Record 
A number of technological and behavioral changes 

emerge in the earlier part of this time interval associated 
with Neandertal populations. Sites bearing evidence of 
early modern humans early in this time period, contem-
porary with the Neandertal sites, also tend to show pat-
terns similar to those observed at Neandertal sites. Late 
in this time interval, when Neandertal populations were 
declining and disappearing, many new behavioral and 
technological advances associated with fully modern hu-
mans emerge in the archaeological record.
  Neandertal technological and behavioral traits 
include:

•		Retouched flake tools predominate in the Ne-
andertal Middle Palaeolithic (Mousterian) tool 
kit, notably side scrapers, denticulated scrapers, 
backed knives, and points. 

•		Points: Some stone point forms (Levallois points, 
retouched unifacial Mousterian points, bifacial 
“Blattspitzen” points) could have been hafted onto 
wooden shafts, for thrusting or thrown spears. 
Some of these points have thinned bases, possibly 
to facilitate this hafting. Unifacial points made on 
thin	flakes	are	first	known	from	the	Middle	Palaeo-
lithic of Europe and the Near East. 

•		Intentional burials are known from Neander-
tal times (e.g. La Ferrassie, Le Moustier, and La 
Chapelle in France; Shanidar, Iraq; and Kebara in 
Israel) but usually without any clear grave goods. 

•		Prepared cores: Prepared core forms, most no-
tably Levallois tortoise-cores and Levallois point 
cores are found in many Middle Stone Age/Middle 
Palaeolithic assemblages. Neandertals continue 
using	prepared	core	methods	for	removing	flakes	
of a predetermined shape. Most notable are disc-
shaped Levallois tortoise-cores as well as Leval-
lois	 point	 cores	 for	 removing	 triangular	 flakes.	
Such cores require careful preparation of the core 
topographical surface and also careful preparation 
of the striking platform in order to successfully 
remove	 the	 target	 flakes.	 This	 platform	 prepara-
tion usually included faceting (removing small 
flakes	 from	 the	 striking	 platform	 to	 steepen	 and	
strengthen	an	edge	before	flake	removal)	and	care-
fully shaping the striking platform to isolate one 
area of high topography to strike with a percussor 
(giving the edge as shape that the French call the 
“chapeau	de	gendarme,”	showing	the	profile	of	a	
19th century policeman’s Napoleonic hat). These 
are quite sophisticated cognitive operations, re-
quiring a good sense of three-dimensional geom-
etry as well as the mechanics of stone fracture.

•		There	 appears	 to	 be	more variability in Nean-
dertal lithic assemblages compared to earlier time 
periods. Archaeologists in Western Europe, for ex-
ample,	have	identified	a	number	of	Middle	Palaeo-
lithic variants, including the Typical Mousterian, 
Denticulate Mousterian, Quina Mousterian, Fer-
rassie Mousterian, and Mousterian of Acheulean 
Tradition A and B. Explanations for these variants 
have included cultural, functional, and chronologi-
cal ones. It can also be argued that there are more 
tool types than is seen in earlier time periods.

•		The Chatelperronian: Late Neandertals in 
France, around 32,000 years ago, are associated 
at several sites with blade technologies, backed 
blades or points, and ornamentation in bone and 
ivory. This so-called Chatelperronian industry is 
contemporary with anatomically modern humans 
in France and Upper Palaeolithic (Aurignacian) 
blade technology. At present there is a lively de-
bate regarding the nature of the Chatelperronian: 
Did it develop out of local Middle Palaeolithic tra-
dition, was it adopted by contact with Aurignacian 
peoples, or is it the product of admixture of materi-
als from Middle and overlying Upper Palaeolithic 
strata?  

Anatomically modern human technological and 
behavioral traits:

Anatomically	modern	 humans,	 in	 the	 first	 part	 of	
this time interval, show little or no major technological 
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or behavioral differences with contemporary Neandertal 
populations. But as time goes on, much more complex 
technological and behavioral innovations can be seen. 
Major behavioral and technological innovations ob-
served in sites associated with anatomically modern hu-
mans during the latter phases of the Pleistocene include:

	•	Elaborate burials:	The	first	burials	with	elaborate	
grave goods are found associated with anatomically 
modern humans. Elaborate burials may include red 
ochre, stone or bone tools, as well as high-status 
items, possibly denoting social rank, at some sites. 
Instances include the very early burial at Skhul in 
Israel of a modern human male cradling a wild pig 
mandible approximately 90,000 years ago, and the 
very elaborate burial of several individuals at the 
28,000 year-old site of Sunghir in Russia, including 
two juveniles and one 60-year old man, with thou-
sands of small beads that appear to have been sewn 
onto	 clothing,	 the	 two	 juveniles	 flanked	 by	 long	
mammoth tusks, and many other special tools and 
materials accompanying the grave.

•		Blades: Although sporadic blade industries are 
found in earlier times, systematic blade production 
based upon specially-prepared prismatic cores be-
comes prevalent in the Upper Palaeolithic/Later 
Stone Age as well as some Middle Stone Age in-
dustries of Subsaharan Africa (e.g. Howieson’s 
Poort).	Blades,	which	are	flakes	at	 least	 twice	as	
long as they are wide, can be produced by hard 
hammer percussion, soft hammer percussion, and 
punch (indirect percussion) methods. Blades were 
made into a range of forms such as end scrapers, 
burins, backed knives, awls, and points. 

•		Personal adornment: The earliest probable beads 
are perforated shells from South Africa, North 
Africa, and the Levant.  These include shells 
from Blombos Cave in South Africa, dated to ap-
proximately 80,000 years ago (Henshilwood et 
al., 2004), specimens from North Africa dated to 
approximately 82,000 years ago (Bouzouggar et 
al., 2007), and ones from Israel dated by chemi-
cal means to between 100,000 and 125,000 years 
ago (Vanhaeren et al., 2006). Interestingly, this 
may have been a short-lived or sporadic tradition, 
and the next probable beads are found in Kenya 
at Enkapune Ya Muto at about 40,000 years ago 
(Ambrose, 1998) and in the Aurignacian of Eu-
rope and the Near East between 40,000 and 35,000 
years ago.

•		Abstract decoration: A clear geometric designed 
was inscribed with a stone tool on a piece of ochre 
at Blombos Cave in South Africa, dated to between 
75,000 and 100,000 years ago (Henshilwood et al., 
2009). Abstract designs are well-known in the Up-
per Palaeolithic art traditions in cave paintings, 
engravings and mobilary art of Europe, and later 

around the world. Some of these designs may sym-
bolically	represent	specific	words	or	concepts,	al-
though	this	is	very	difficult	to	verify	archaeologi-
cally. Although the precise meaning of this abstract 
art is unknown, it has been argued that much of it 
could be entopic hallucinatory images seen dur-
ing shamanistic trances (Lewis-Williams, 2002). 
Other repetitive abstract designs might stand for 
specific	words	or	concepts	and	be	a	form	of	incipi-
ent	writing.	Yet	others	classified	as	abstract	may,	in	
fact, be representational, perhaps illustrating traps, 
huts or tents, or geographical features.  

•		Very refined stone tools: By the later Upper Pal-
aeolithic of Europe, incredibly skilled stone tools 
were being made, such as the bifacial Solutrean 
leaf points. Heat treatment was also reportedly 
used on silcretes at the site of Pinnacle Point in 
South Africa about 72,000 years ago (Brown et al., 
2009).	 Possible	 evidence	 of	 pressure	 flaking	 has	
been argued for some bifacial points at the site 
of Blombos in South Africa from approximately 
80,000 years ago (Moure and Henshilwood, 2010), 
but	 in	 our	 judgement	 the	 flaking	 of	 these	 pieces	
appears to be indistinguishable from delicate soft 
hammer retouch.

•		Bone, antler, and ivory tools: Bone tools (ex-
cepting soft hammers for knapping) are very rare 
prior to the Upper Palaeolithic/Later Stone Age. 
Beginning about 40,000 years ago, there is a ma-
jor technological shift to other materials that can 
be shaped into a range of forms that might not be 
possible in stone, notably needles, spear throwers, 
and barbed harpoons. These materials would have 
been worked with stone tools such as burins and 
scrapers. Other artifacts include points, perforated 
batons,	and	pressure	flakers.

•		Ground stone tools: Archaeological evidence 
from Australia indicates that hunter-gatherers 
there began to manufacture ground stone axes be-
ginning possibly about 35,000 years ago (Austra-
lian Archaeology, December 2010; Morwood and 
Trezise, 1989). Ground stone tools such as axes 
are	normally	not	 as	 sharp	 as	 a	flaked	 stone	 tool,	
but ground edges can stay functional for longer pe-
riods of time before resharpening (re-grinding) is 
required. Ground axes are a substantial investment 
in time (requiring hours or even days to produce) 
and are normally hafted to a handle with some 
form of binding material (hide, sinew, vine, veg-
etable cordage, adhesive mastic, etc.) Such ground 
stone tools become especially common in the last 
10,000 years with the rise of agricultural commu-
nities around the world as forests were cleared to 
plant crops.

•		Representational art:	The	first	clear	evidence	of	
representational art is seen in the form of early 
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Upper Palaeolithic (Aurignacian) starting after 
40,000 years ago, including animal and human 
sculptures in ivory as seen at Vogelherd (>30,000 
years ago) and Hohle Fels (35,000 years ago) in 
Germany (Conard, 2009), and cave paintings such 
as at Chauvet Cave (32,000 years ago) in south-
west France (Clottes, 2001). Interestingly, the 
first	 representational	 art	 in	 the	 prehistoric	 record	
is remarkably skilled and well-executed; unlike 
other aspects of technology, there is no evidence 
of a long period of simplicity that predates this ex-
pressive competence. The earliest representational 
art known in Africa comes from Apollo-11 Rock-
shelter in Namibia in southern Africa (Bednarik, 
2003), dating to about 26,000 years ago. 

•		Religion: Although the roots of human religion 
very likely pre-date anatomically modern humans, 
many scholars point to the rich symbolic content 
of Upper Palaeolithic art and elaborate mortuary 
practices to argue that there must have been well-
established religious and ritualistic behavior as 
well as a belief in an afterlife and a spirit world 
(Dickson, 1990). Some cave art authorities (e.g. 
Clottes and Lewis-Williams, 1998; Lewis-Wil-
liams, 2002) have suggested that the best interpre-
tation of Upper Palaeolithic religion was a trance-
induced shamanistic one. In one study of Upper 
Palaeolithic art caves in the Pyrenees (Reznikoff 
and Dauvois, 1988), it was found that high con-
centrations of art in caves coincided with areas 
of these caves with unusual acoustic properties 
(resonance and echoes), and suggested that these 
painted areas were also areas of chanting or sing-
ing during rituals.  

•		Musical instruments: Although there have been 
claims of musical instruments from the Middle 
Palaeolithic, these have not been substantiated 
on	 closer	 scrutiny.	 The	 earliest	 definitive	 musi-
cal	instruments	are	in	the	form	of	bone	flutes	and	
whistles from the Aurignacian stage of the early 
Upper Palaeolithic, ca. 35,000 to 40,000 years ago 
(Conard et al., 2009).

•		Notational tallies: During the Upper Palaeolithic, 
there are a number of marked bones, antlers, and 
stones, beginning around 32,000 years ago, which 
suggest that these objects may have been record-
ing devices for counting or documenting natural 
phenomena (e.g., days, lunar months, numbers of 
people or animals, etc.) (Marshack, 1991). Notable 
examples include the Aurignacian bone plaques 
from Abri Lartet and Blanchard in the French Dor-
dogne region.

•		“Supernatural” imagery: Some of the iconogra-
phy in Upper Palaeolithic art appears to represent 
entities which are not found in the natural world, 
and may represent some mythological creatures. 

This includes the ivory sculpture of a “lion-man” 
from Hohlenstein Stadel in Germany dated to 
32,000 years ago (Wynn et al., 2009), the “Uni-
corn” (actually a two-horned fantastic animal) 
from Lascaux Cave from the French Perigord 
dated to about 15,000 years ago and the so-called 
antlered “Sorcerer” from Trois Freres Cave (Leroi-
Gourhan, 1967) in the French Pyrenees also dated 
to approximately 15,000 years ago.

•		Tanged points: The Aterian of North Africa has 
tanged points which may date as early as 100,000 
years ago. Such tangs must denote hafting, pre-
sumably for a spear. Tanged points also emerge in 
the Solutrean of Europe about 25,000 years ago. 

•		Spear Throwers: The	first	mechanical	devices	for	
propelling spears are found in the Upper Palaeo-
lithic of Europe going back to about 20,000 years 
ago. These hooked sticks (known in the Aztec 
world as atlatls) gave a hunters arm a longer le-
ver with which to impart more speed (and distance 
and/or penetration power) to a spear.

•		Geometric microliths: Small retouched forms, 
often made on blades or bladelets and in geomet-
ric shapes (trapezoids, crescents, etc.), could have 
been used as elements of composite tools such as 
arrows and knives. These forms emerge especially 
in the later Upper Palaeolithic and become wide-
spread in the Mesolithic of early Holocene Eurasia 
and in many Later Stone Age industries in Africa. 

•		Ceramic figurines: At Dolni Vestonice in the 
Czech	 Republic,	 fired	 clay	 figurines	 of	 animals	
and humans are dated to approximately 26,000 
years ago (Vandiver et al., 1989). These are the 
earliest known ceramic technologies, pre-dating 
pottery by some 14,000 years.

•		Mythology and folklore motifs: It is likely that 
true folk traditions were passed on from generation 
to generation by the Upper Palaeolithic. One such 
folklore motif (a story or joke) may be manifested 
in the form of a sculpture of a deer or ibex, peering 
back at its rear, perhaps in the act of either def-
ecating or giving birth. On the end of the protrud-
ing object is a bird, which forms the hooked end 
of the spear-thrower. Several sites in the French  
Pyrenees (and one site over 100 km north of the 
sites in the Pyrenees) have yielded such sculptures 
engraved on antler spear-throwers, including very 
complete specimens from the Magdalenian site of 
Mas d’Azil in the French Pyrenees dating to about 
16,000 years ago and from the nearby site of Be-
deilhac  (Bahn, 1982). This recurring motif almost 
certainly	represents	a	specific	story	maintained	by	
oral tradition, presumably over a wide area in this 
region.

•		Natural history: Many of the representational 
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animal images in painting, engraving, and sculp-
ture in the Upper Palaeolithic show a remarkable 
degree of anatomical and behavioral detail. One 
specimen in particular is exceptionally fascinating. 
At the French Magdalenian site of Mas d’Azil, an 
antler carving (possibly part of a spear thrower) 
shows three horse heads: a small one (possibly 
a young individual), a larger head (probably an 
adult),	and	another	large	‘flayed’	head	showing	the	
skull of a horse (Leroi-Gourhan, 1967). This piece 
could represent the life history of a horse. 

•		Architecture: Although there may be a few struc-
tures associated with European Middle Palaeoli-
thic (presumably Neandertal) hominins, most rec-
ognizable hut or tent structures are known from the 
Upper Palaeolithic, such as those from Mezhirich  
and Molodova (21,000 years ago) in the Ukraine, 
Dolni Vestonice and Pavlov (27,000 years ago) in 
the Czech Republic, and Pincevent (12,000 years 
ago) in France (Vasil’ev et al., 2003).

•		Weaving:	Impressions	on	fired	clay	at	Dolni	Ves-
tonice and Pavlov in the Czech Republic  indicate 
that by 26,000 these occupants were weaving plant 
materials into baskets, mats, or textiles (Soffer et 
al., 1998). Before the advent of pottery this could 
have been a very important technology for making 
containers to carry foods, material culture, or, if 
lined with a waterproof material such as pitch, the 
storage or transport of water. 

•		Needles/Sewing The	 first	 bone	 needles	 appear	
about 25,000 years ago in the Upper Palaeolithic, 
suggesting sophisticated sewn apparel. Upper 
Palaeolithic	figurines	 from	Siberia	 show	humans	
with	parka-like	outfits,	denoting	their	adaptation	to	
these severe environments. 

•		Grinding stones: Early mortars and pestles that 
were used to grind wild cereals are found in early 
agricultural sites in many parts of the world. Very 
early instances of such grinding stones have been 
reported from a Palaeolithic site in Italy, where ev-
idence is claimed for the grinding of starch grains 
into	 flour	 25,000	 years	 ago	 (Aranguren	 et al., 
2007), and from an early Holocene site in China, 
where evidence for the grinding of acorns has been 
suggested from 11,000 years ago (Liu et al., 2010). 
Such grinding stones became much more common 
with the rise of agricultural communities around 
the world in the last 10,000 years.

•		Hearths/boiling: Clearly-made hearth struc-
tures, sometimes delineated by a circle of stones, 
are common in the Upper Palaeolithic (e.g., see 
Movius, 1966 and Leroi-Gourhan and Brézil-
lon,	1983).	Large	quantities	of	fire-cracked	rocks	
have suggested to some prehistorians that Upper 
Palaeolithic people were dropping hot stones into 
water (ethnographically, this could be done in a 

greased hide put over a depression in the ground 
to hold water) to boil the water for cooking (e.g. at 
El Miron Cave in Cantabrian Spain about 15,500 
years ago) (Nakazawa et al., 2009). One advantage 
of boiling over roasting is that all of the nutrition 
of a food (e.g. fats, prized by hunter-gatherers) can 
be retained in a broth rather than drip away into a 
fire.

•		Lamps: The earliest stone lamps are known from 
the Upper Palaeolithic of Europe starting approxi-
mately 40,000 years ago, pecked or carved out of 
a variety of softer stones (Beaune, 1987). These 
lamps probably used an animal fat as a fuel and 
a wick of moss or some other vegetable material. 
It is likely that torches were also used by this pe-
riod, but no direct evidence has yet been found for 
these. 

•		Pottery vessels:	The	first	fired	clay pots are known 
from late Pleistocene and early Holocene hunter-
gatherer populations in eastern Asia including sites 
in Japan (known as the early Jomon culture and 
possibly in eastern China and Russia, beginning 
at least 13,000 years ago (Kuzmin, 2006; Rice, 
1999)). Such ceramic vessels could be storage con-
tainers or cooking pots (or both). During Holocene 
times pottery would be independently invented I 
the Near East, East Asia, and the Americas.

•		The emergence of “ethnicity”: There is a general 
appreciation that beginning about 40,000 years 
ago, hominin material culture becomes much more 
variable in time and space. Stone tool types and art 
styles can become very particular and geographi-
cally and temporally diagnostic (for example, Au-
rignacian split-based bone points and carinated 
end scrapers, Gravettian backed points, Solutrean 
leaf points, Magdalenian sagaie and harpoons, 
and parrot-beaked burins) and Azilian painted 
pebbles.)   

•		Longer-distance trade: The Upper Palaeolithic 
indicates that trade reciprocity networks were 
greater than in earlier times, particularly between 
25,000 and 15,000 years ago, with raw materials 
such	as	high-quality	flint	sometimes	moving	more	
than 200 kilometers, and exotic materials such as 
sea shells or Baltic amber also moving appreciable 
distances (Mellars, 1996).

•		The peopling of New Worlds: Australia, the 
Americas, and Siberia: In the latter part of this 
Time	Interval,	human	populations	made	significant	
incursions into new areas of the earth not previously 
inhabited by humans. Early occupation of Austra-
lia by modern humans began between 40,000 and 
60,000 years ago during a glacial period when sea 
levels were lower, but still requiring the crossing 
of at least 60 miles of open sea between the Sunda 
land mass of southeastern Asia and the Sahel  land 
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mass that included Australia, New Guinea, Tasma-
nia, and nearby islands. Siberia was occupied by 
Upper Palaeolithic times, as early as 40,000 years 
ago in southern Siberia, and with substantial sites 
throughout much of northeastern Asia established 
between 30,000 and 20,000 years ago. This region 
is widely thought to be the staging ground for hu-
man immigrations into Beringia, the land bridge 
between Siberia and Alaska exposed during the 
glacial maximum and whose steppe-like grass-
land likely supported large herds of herbivores, 
and then for the ultimate spread of these human 
populations into North America as the ice sheets 
began to recede. Such migrations would indicate 
populations armed with the appropriate tools and 
technology to cope successfully with challenging 
environments and crossings.

•		Broader-spectrum economies and the rise of 
farming communities: Towards the end of the 
Pleistocene there is evidence, around the world, 
of	 intensification	 of	 foraging	 patterns	 among	
many hunter-gatherer groups. In many areas, a 
wider range of food items were exploited, includ-
ing	shellfish	(mussels,	oysters,	crabs,	lobster),	fish	
(e.g. salmon), cereals (wheat, barley, millet, sor-
ghum, rice, maize), etc. These so-called “broad 
spectrum economies” would, at the end of the Ice 
Age and the beginning of the Holocene, lead to the 
first	 farming	 communities.	 Intensification	of	 cer-
tain types of hunting prey (e.g. sheep and goats) 
would lead to the domestication of certain animal 
species as well. Farming would ultimately allow 
much larger, sedentary communities which would 
lay	the	foundations	for	the	first	complex	state	soci-
eties or “civilizations.” 

summAry And conclusIon  
Table 1 summarizes the major trends for each time 

interval discussed in this chapter. Overall, a gradual pro-
gression of technological sophistication is observed rela-
tive to Holloway et al.’s three stages of hominin brain 
evolution. 

During Holloway et al.’s Stage 1 of hominin brain 
evolution,	 the	 first	 evidence	 of	 hominin	 stone	 tools	
emerges at 2.6 mya during the time of Australopithe-
cus garhi. Fragmentary jaws and teeth may suggest that 
early Homo goes back to 2.3 million years ago (e.g. Ha-
dar jaw AL-666), a few hundred thousand years after the 
first	appearance	of	stone	tools,	but	without	crania	and	en-
docasts, it is not clear whether these non-paranthropine 
forms (i.e., not showing the dental features of robust aus-
tralopithecines) show any evidence of encephalization or 
brain reorganization. 

Holloway et al. Stage 2 (early Homo) is seen in the 
prehistoric	record	about	700,000	years	after	the	first	rec-
ognizable stone tools. Many palaeoanthropologists be-

lieve that this neurological evolution may be the conse-
quence of expanding diet breadth and higher diet quality 
supported by the use of stone tools and allowing for the 
larger brain evident in evolving Homo (Homo habilis and 
Homo rudolfensis) during this time. During Holloway et 
al.’s Stage 2, Oldowan sites become more prevalent and 
widespread on the African landscape, and we see the 
emergence of Acheulean tools, with large handaxes and 
cleavers	shaped	from	large	flakes	or	cobbles.	The	spread	
of hominins and tool cultures over much of the south-
ern to middle latitudes of Eurasia is also evident during 
Stage 2 of hominin brain evolution.

During Holloway et al.’s Stage 3 of brain evolution, 
significant	technological	and	adaptive	advances	are	ob-
served in the archaeological record. During the early part 
of this phase, associated with Homo heidelbergensis, 
these	 include	 the	development	of	 refined	Later	Acheu-
lean tools, commonly including extremely symmetrical 
and	finely	 fashioned	 handaxes	 and	 cleavers,	 and	 often	
showing	 very	 intricate,	 controlled	 flaking	 and	 use	 of	
careful platform preparation and of soft hammer percus-
sion in their production. Additional advances observed 
in the archaeological record and associated with Homo 
heidelbergensis include the use of wooden spears and 
apparent	evidence	of	some	controlled	use	of	fire	(though	
its incidence was still rare and may not have involved 
skilled	production	of	fire),	as	well	as	possible	emergence	
of early ritual or symbolic behavior. Changes associated 
with Neandertals add more complex (hafted) tools, ap-
parent	habitual	use	of	fire,	 use	of	personal	 adornment,	
and burial of the dead to the adaptive and behavioral 
repertoire. 

Such trends continued in earnest among the modern 
human populations as they grew and spread, eventually 
involving	the	emergence	of	flourishing	art	traditions,	ad-
dition of other materials (bone, antler, ivory) to the tool-
making systems, appearance of needles and sewing, de-
velopment of habitual architecture in various forms, and 
evidence for long-distance transport and trade of materi-
als. By the time of the Upper Palaeolithic, regional pat-
terns emerge in the archaeological record which would 
appear to indicate geographically distinct clusters of tra-
ditions, perhaps indications of ‘ethnicity’ mirroring that 
observed among human groups in recent and modern 
times. The emergence and evolution of complex sym-
bolic behavior during this stage of brain evolution is 
evidenced	in	highly	endowed	burials,	often	prolific	use	
of ornaments, and the proliferation of artistic traditions 
(including sometimes elaborate decoration of utilitarian 
tools). The emergence of such regional patterning and 
the evidence for complex symbolic behaviors may indi-
cate evolution of complex language systems and abilities 
during this stage of brain evolution.

Thus, there are important changes in hominin be-
haviors indicated in the archaeological record correlated 
with the progressive stages of hominin brain evolution 
proposed by Holloway et al. (2004) based upon their 
study of hominin fossil and endocranial evidence. These 
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Time 
Interval Age Hominin form cc EQ

Holloway et 
al. Stage

Technology, behavior, 
other

ONE 3.25-2.75 Ma Australopithecus 
afarensis

445 (0.43) Stage 1 (no established 
evidence)

TWO 2.75-2.25 Ma Australopithecus 
garhi

450 (.45?) Oldowan artifacts

Early sites in Africa
THREE 2.25-1.75 Ma Homo habilis

Homo rudolfensis
Early Homo 
(grouped)

610
788
698

(.62)
(.66)
(~.64)

Stage 2 Cut-marked bone
Oldowan artifacts

FOUR 1.75-1.25 Ma Early Homo 
erectus

800 (0.58) Stage 2 Early Acheulean  
(&  Oldowan) 

Africa & Eurasia
FIVE 1.25-0.75 Ma Homo erectus 950 (0.68) Stage 2 Acheulean
SIX 0.75-0.25 Homo 

heidelbergensis
1260 (0.81) Stage 3 Later Acheulean

Soft hammers

Spears

Some	control	of	fire

Ritual?
SEVEN 0.25-0.03 Ma Homo 

neandertalensis
1427 (0.99) Stage 3 Middle Palaeolithic

Habitual	control	of	fire

Hafting (composite 
tools)

Burial

Decoration (late)
SEVEN 0.20 Ma – 

present
Homo sapiens 1496 (0.90) Stage 3 Middle & Upper 

Palaeolithic

Blade tools

Habitual	control	of	fire

Habitual	shellfish	
exploitation

Decoration

Iconic art

Musical instruments

Bone, antler, ivory 
tools

More complex 
composite tools

Habitual architecture

Longer-distance 
transport

Accelerating 
elaboration of  
technology

Last 10,000 years: food 
pro-duction, complex 
societies

Table 1. 
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changes involve appearance and evolution of new tech-
nologies, adaptive behavioral shifts indicated by the new 
technologies, ultimate spread and adaptation to very 
new environments, and, eventually, emergence of a full-
blown symbolic dimension among human ancestors.

 In addition to major changes from one stage to the 
next in technologies and behaviors, there are also some 
notable changes over time that can be observed within 
a single stage in terms of technology, behavior and ad-
aptation. This is particularly during Holloway et al.’s 
Stage 2 and Stage 3 of hominin brain evolution. Stage 
2 involves early Homo and Homo erectus and archaeo-
logical	 evidence	 that	 chronicles	 significant	 behavioral	
changes, including the addition of Acheulean technology 
to the Oldowan stone tool repertoire, and the spread of 
hominins into Eurasia and consequent adaptation to new 
environments. During Stage 3, which involves the hom-
inin forms Homo heidelbergensis, Homo neandertalen-
sis,	and	finally	Homo sapiens, archaeological evidence 
shows technological transitions from Later Acheulean,  
to Middle Palaeolithic/Middle Stone Age, and then Up-
per (or Late) Palaeolithic/Later Stone Age technological 
periods of the Pleistocene, involving increasing com-
plexity and sophistication of the tool-kit and of overt 
symbolic dimensions, and, ultimately, cultural develop-
ments supporting complex societies and profound, accel-
erating technological innovations of the Holocene. 

Such behavioral transitions within a single stage 
of hominin brain evolution could be due to various fac-
tors, including possible neurological changes and po-
tential cultural dynamics. Possible neurologically-based 
changes could include reorganization of neural pathways 
in the brain that might support more complex behaviors 
and conceptualization or enable increased capacity for 
more complex communication and or language. In the 
case of language, other biological complements of such 
neurological changes, also with a presumed genetic ba-
sis, could include structural/musculoskeletal changes 
in the vocal tract. Cultural factors which might support 
such profound behavioral changes within a single stage 
of brain evolution could involve increased contact and 
sharing among individuals and groups and enhanced 
cultural means of storing information so as to increase 
the cultural repertoire of knowledge and, potentially, 
gradually but dramatically increase the rate of cultural 
change. It is possible that both major types of factors 
played a role in cultural elaboration and innovations dur-
ing Stages 2 and 3 of hominin brain evolution, with the 
cultural aspects likely playing an increasingly important 
role over time.
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